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ADVANCE’2020 preface

Preface

Welcome to ADVANCE’2020: the 8th International Workshop on ADVANCEs in ICT INfras-
tructures and Services, held this year (2020) from 27 to 29 January in Cancún, Mexico.

ICT technologies and more particularly novel networking, computing and service infrastruc-
tures are drastically changing our society in all its dimensions. These advances have not only
an impact on the way people are working but also on the way they are interacting, learning,
educating, playing – on all human activities. It has become critical to understand and discuss
how these technologies impact our society and how they should evolve to meet future needs.
The focus of the ADVANCE series of workshops is to provide a forum for the publication,
presentation and discussion of relevant efforts of the worldwide scientific community, practi-
tioners, researchers, engineers from both academia and industry on the latest theoretical and
technological advances in ICT.

After the successful organization of the 1st ADVANCE workshop in 2012 in Canoa Quebrada
(Brazil) with the support of IFCE Aracati, the 2nd edition was held in the city of Morro de
Sao Paulo (Brazil) in 2013 with the support of IFCE, the 3rd edition was held in Miami (USA)
in 2014 with the support of IFU, the 4th edition was held in Recife (Brazil) in 2015 with
the support of UFPE, the 5th edition was held in the city of Evry Val d’Essonne (France) in
2017 with the support of UEVE/Paris Saclay, the 6th edition of the workshop was held in the
beautiful city of Santiago de Chile (Chile) with the support of the Universidad De Chile (UC),
the 7th edition was held in Cape Verde Islands with the support of the Universidad de Cabo
Verde and finally this 8th edition is being held in the city of Cancun (Mexico) with the support
of the Universidad del Caribe and the Universidad Autonoma de Yucatan.

ADVANCE’2020 consists of seven Technical Sessions, plus Invited Talks, Tutorials, and
Panels. The technical sessions are on currently hot topics, including Software Defined Net-
working (SDN), Cloud & Fog Computing, Data Profiling & Integration, e-Health, Education,
Network Monitoring, Machine Learning, Blockchain, Internet of Things (IoT) and Security. The
7 Technical Sessions consist of 12 full papers and 10 short papers. The first invited talk about
”Network traffic management” is given by invited speaker Prof Juio César Ramirez Pachero
from the University of Caribe. The second invited talk is given by Prof invited speaker Prof
Abdelhakim Hafid from the University of Montreal. Finally, the programme contains also 3
tutorials, the first one is an ”Introduction to IoT and MEC (Mobile Edge Computing)” given
by Prof Nazim Agoulmine from the University of Evry - Paris-Saclay University, the second
one is on ”Intelligent Network Resource Allocation and Applications” is given by Prof Joberto
Martins from UNIFACS and finally the third is an ”Introduction to BlockChain Technology:
Concepts and Applications” given by Prof Abdelhakim Hafid.

We thank the 62 authors that submitted papers to ADVANCE’2020. Our deep gratitude
also goes to the 35 members of the Technical Program Committee for their hard work review-
ing papers. Finally, we thank our colleagues from Universidad del Caribe and Universidad
Autonoma de Yucatan for the organization and making it possible to have ADVANCE’2020 in
Cancun, Mexico.

Enjoy ADVANCE’2020 and Cancun!
Nazim Agoulmine, General Chair
Francisco Moo-Mena, TPC Co-Chair
Elias P. Duarte Jr., TPC Co-Chair

January 27-29, 2020
Cancún, Mexico.

Nazim Agoulmine
Adnan Imeri
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Mitigating Man In The Middle attacks within 
Context-based SDNs 

 

Robson Gonzaga Silva and Paulo Maia Sampaio Nazareno 
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Abstract 

The application of experimental networks through hybrid proposals such as the combination of 
Context-Sensitive Networks and Software-Defined Networks (SDNs) is a promising approach due to 
the combination of its key benefits such as scalability, dynamism, flexibility, easy management, 
function control, programming and others. However, despite the many advantages of hybrid approaches 
and new network paradigms, the study of the literature reveals some existing security challenges, since 
in addition to introducing new vulnerabilities to the context of computer networks, they end up 
potentially leveraging existing vulnerabilities, which are more critical, increasing the risks of exploiting 
vulnerabilities by malicious users and cybercriminals. This paper aims at presenting a study about 
potential man-in-the-middle attacks in the context of hybrid networks, based on the CAARF-SDN 
project, with the objective of identifying and assessing risks related to Information Security aspects 
(Confidentiality, Integrity and Availability). Moreover, solutions are also conceived through the 
implementation and validation of security mechanisms in order to mitigate these attacks, enhancing 
network security and guaranteeing its features and services. 

 
Keywords— Software Defined Networks - SDN, Open Network Operating System - ONOS, Information 

Security, Network Security, CAARF-SDN. 

1 Introduction 
The demand for optimized management of the available resources of the network infrastructure is 

growing exponentially in order to cope with the co-existence of the also growing heterogeneous traffic 
in the Internet. Therefore, since the Internet was not designed to meet this demand, issues such as 
vulnerability, instability, scalability and incompatibilities are more evident as well. The success and 
growth of the Internet is undeniable, however some of its limitations are being unveiled, thus it is 
important to reconsider its architecture and main protocols with new experimental networks.  

The implementation of context-aware networks can be helpful in order to improve user´s satisfaction 
when accessing network resources and to enrich traffic management since it considers users, network 
and end-user devices requirements, providing a generic and cutting-edge approach for traffic 
optimization. 

In this context, another important paradigm is the Software Defined Networks (SDN) which provide 
the required mechanisms for the implementation of a dynamic control architecture and management of 
network resources in order to deliver heterogeneous traffic due to the decoupling of the control plan 
and routing plan (Kim; Feamster, 2013). Nevertheless, flowtable configuration within SDNs controllers 
is still carried out statically, which does not allow the description of the dynamic nature of context-
based networks. 

In order to provide the dynamic configuration of SDN networks, in this work we propose the 
application of a user-centric (context-based) optimization solution to SDNs called Context-Aware 
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Adaptive Routing Framework - applied to SDN networks (also called CAARF-SDN) (Spinola, 2015). 
Hybrid networks such as CAARF-SDN rely on the integration of the concepts of Quality of Service 
(QoS), Quality of Experience (QoE) and Quality of Device (QoD) in order to provide a more proactive 
and dynamic approach for time-sensitive traffic delivery (such as VoIP and video), while aiming at the 
improvement of user perception over a conventional and experimental IP network. 

By the combination of Context-based and Software Defined Networks (SDNs) in a hybrid model it 
is possible to sum the benefits (Yoon et al., 2017) of both paradigms, such as scalability, dynamism, 
flexibility, easy management and function control, programming, etc (Shin et al., 2014). 

Nevertheless, despite the several advantages of these hybrid approaches, the CAARF-SDN 
paradigm also introduces new vulnerabilities and threats. According to Porras et al. (2012) SDNs, in 
particular, present new challenges for security in computer networks affecting authenticity, integrity 
and availability. Different contributions in the literature aim at unveiling security aspects within SDN 
networks (Secci et al., 2017). However, none of these works addresses security aspects within the 
CAARF-SDN hybrid approaches. Therefore, this paper aims at studying and discussing the impact of 
Man-in-the-Middle attacks within CAARF-SDN, proposing some possible solutions for these 
limitations, in order to improve confidentiality and integrity within these networks. 

This paper is organized as follows: Section II introduces context-sensitive systems and the CAARF-
SDN architecture; Section III discusses some security issues related to hybrid networks; Section IV 
presents some solutions to overcome vulnerabilities within CAAR-SDN; Section V discusses some 
lessons learned and section VI presents the conclusions of this paper and some perspectives for future 
work. 

2 Context-Aware Adaptative Routing Framework (CAARF-SDN) 
The Context-Aware Adaptive Routing Framework applied to SDN Networks (also called 

CAARF-SDN) (Oliveira, 2015) is a conceptual context-based solution proposed for traffic optimization 
within SDN networks. The conceptual architecture of CAARF-SDN is illustrated in Figure 1 and it is 
composed of the following modules: Context Reader, Optimization and Flowtable Configuration (Silva, 
2015).  

The Context Reader module aims at collecting the Quality of Service (QoS), Quality of Device 
(QoD) and Quality of Experience (QoE) notifications from their respective sources (network devices, 
end-user devices and users) and process them in order to verify the global context of the system (Quality 
of Context - QoC) (Muakad, 2015). These data are used by the other modules of CAARF-SDN to 
support traffic optimization decisions. If a relevant context modification is verified a notification for 
the Optimization Module is issued. 

The Optimization Module aims at automatically selecting the existent optimal paths based on 
contextual information generated by the Context Reader Module. The path selection relies on a set of 
pre-defined policies, built upon data analysis and performance indexes also generated by the Context 
Reader Module. At last, the Optimization Module sends to the Flowtable Configuration module the 
configuration directives that have to be applied on the SDN controller´s flowtable (Spinola, 2015). 
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Figure 1: CAARF-SDN Conceptual Architecture 

 
The main goal of the Flowtable Configuration module is to set the SDN controller´s flowtable 

dynamically based on the configuration directives issued by the optimization module. This 
configuration is carried out through the SDN controller API functions, using the controller´s 
Northbound interface. Once the controller´s flowtable is reconfigured, it updates the SDN switches 
flowtable using its Southbound interface. 

3 Man in the Middle Attacks within Context-based SDNs 
When a Man-In-The-Middle (MITM) attack occurs within SDN networks, damage can significantly 

increase the risks of network components, since a malicious user can be connected between the data 
layer and the capture control layer all traffic from northbound and southbound interfaces. Thus, a 
malicious user in addition to capturing information is also able to modify such information being from 
the system or context. Figure 2 illustrates a Man-In-The-Middle attack within a hybrid network 
described by CAARF-SDN, targeting the SDN controller and its southbound interface. The Man-in-
the-Middle attack affects integrity within CAARF-SDN in different ways, the main ones being: (i) 
modifying context notifications and (ii) falsifying OpenFlow flow rules (Benton et al., 2013; ONF, 
2016; Hayward, 2015b). 
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Figure 2: Illustration of a Man In The Middle attack within CAARF-SDN. 

 
Figure 2 illustrates these attacks and, in a first attempt, the attacker is able to intercept and modify 

the context notifications sent to CAARF-SDN. Therefore, with forged context messages the CAARF-
SDN mechanisms will not be able to correctly optimize the traffic delivery.  

Furthermore, the attacker would also be able to explore the interface between the Application Layer 
and Control Layer, capturing the configuration directives sent from CAARF-SND to the SDN 
Controller through a vulnerable communication channel of the Controller´s Northbound interface. 
Through this attack the controller´s configuration directives can be inserted, the existing ones modified 
or excluded, affecting the correct behavior of the SDN devices (Young et al. 2017; Migault, 2016; ONF, 
2013). Furthermore, the behavior of the SDN devices can also be affected if the attacker is able to access 
and reconfigure the controller´s flowtable, forging false and incorrect switching rules.  

At last, another vulnerability is also present in the communication channel between the Control 
Layer and the Data Layer determined by the controller´s Southbound interface.  This attack would also 
affect the integrity of the flowtable content leading to the incorrect configuration of the SDN devices. 

Some strategies and measures are proposed in the literature in order to increase the security level 
against this type of attack (Corrêa et al., 2016). For instance, the implementation of cryptography 
mechanisms within SDN networks is broadly discussed in the literature since due the lack (and 
complexity) of implementation of TLS/SSH on communication channels (Northbound and 
Southbound) between the Application and Control layers data remain vulnerable (Shu et al., 2016; Yoon 
et al., 2017).  

4 Mitigating MITM Attacks within Hybrid Networks 
The experiment carried out in this work focus on a common existing vulnerability within known 

SDN Network Operating Systems. The absence of cryptography solutions related to the local or remote 
access to the SDN Controller´s GUI (Graphical User Interface) which is highly vulnerable to MITM 
attacks. This vulnerability is associated with the HTTP communication which exposes the requested 
text, including authentication information with the Controller itself (Shin et al., 2014). In this scenario, 
any malicious user could easily hijack the SDN Controller, consequently, gaining all the network 
control, compromising all the services including CAARF-SDN.  
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The Network Operating System (NOS) chosen for this experiment was ONOS (Open Network 
Operating System), one of the most used and documented NOS currently. ONOS is a JAVA-based 
system that provides a consistent control plan for Software-defined Networks, allowing the 
management of components, such as links and switches, executing network applications and services 
available to all the hosts and close networks (Adenuga; Heydari, 2016). A general perspective of the 
proposed topology is depicted in Figure 3. 

 

 
Figure 3: SDN Laboratory with vulnerability tests 

Once the scenario is configured and operational, a network scanning tool (NMAP) is executed 
within the malicious host, aiming at mapping all the IPs addresses of the network and identify the SDN 
Controller IP. For this, an in-depth scan is performed in the IP range identified previously through the 
command “nmap p 192.168.10.0/24”, in search of the default port access to the ONOS controller GUI, 
which is port 8181. Figure 5 presents the scanning result with detailed information about the IP of the 
SDN controller. 

 

 
Figure 5:  Result of the Nmap report with relevant information concerning the services related to the controller IP 

 
For instance, it is possible to observe that IP 192.168.10.50 is the address executing an HTTP request 

at ONOS through port 8181. After having identified the IP of the controller, Wireshark is executed at 
the attacker machine as a sniffer to scan and “listen” to all the traffic addressed to the SDN controller. 
At this moment, the goal is to intercept the login and password information to the ONOS system. After 
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that, the controller can be accessed directly at the controller host, or remotely from a machine inside or 
outside the network. 

Since all the communication with the ONOS controller Web interface is being carried out through 
the HTTP protocol using the port 8181, it is rather simple to a malicious user or to a hacker to eavesdrop 
traffic and to obtain controller´s authentication information.  

Figure 6(a) presents the result obtained after intercepting all the network traffic addressed to the IP 
192.168.10.50 using Wireshark. In turn, Figure 6(b) presents the controller´s authentication information 
being intercepted as raw text. 

 

 

(a)                                                                               (b) 

Figure 6(a): Controller´s Traffic being intercepted using Wireshark. 

Figure 6(b): Controller´s authentication information captured and presented as raw text. 
 
It is possible to observe that the lack of secure access to the SDN controller facilitates the authentication 
information to easily eavesdrop. Since the main component of an SDN network can be easily accessed 
all the services and resources relying on the controller turn out to be compromised. It is important to 
note that this vulnerability is not related only to the ONOS controller, but instead to most of the 
controllers commercially available since their authentication relies mostly on HTTP based insecure 
access (CORRÊA et al., 2016). 

5 Discussion and Proposed Solution 
The process of eavesdropping and capturing authentication information of network packets through 

MITM techniques, as previously illustrated, is rather effective and of great risk to hybrid networks, in 
particular to those logically centralized such as SDN. Nevertheless, it is possible to mitigate this type 
of attack through the implementation of cryptography and authentication mechanisms (CORRÊA et al., 
2016). 

In the case of the scenario previously presented in this paper, in order to overcome the vulnerabilities 
related to the ONO SDN controller´s web GUI, some configuration procedures were carried out to 
enable web secure access through HTTPs. Nevertheless, this configuration process presented some 
complexity and, therefore, required some technical skills since the creation and signature of private and 
public keys within the controller were necessary. Thus, after the creation of both keys, it was possible 
to configure the secure access to the ONOS controller´s web GUI using HTTPs on the port 8442 instead 
of using port 8181. Figures 7(a) e 7(b) present respectively the configuration process and the result 
obtained. 
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Figure 7(a): Java Karaf configuration file to enable HTTPS communication with the ONOS controller´s Web 
GUI. 

Figure 7(b): Result of Wireshark traffic capture addressed to the controller´s IP with HTTPs communication 
presenting cryptographic information. 

 
As we can observe in Figure 7, through the configuration of secure access to the controller, it was 

possible to ensure integrity, confidentiality and authenticity effectively. Therefore, eavesdropping 
traffic in order to capture authentication information to the ONOS controller turned out to be a hard 
task to malicious users since this information will no longer be available to non-authorized users. 
The solutions presented in this paper are, in a first glance, rather obvious as security mechanisms in 
order to ensure integrity, confidentiality and authenticity. However, considering that in hybrid 
networks, based on the such on the SDN paradigm and context-sensitive networks, control is logically 
centralized, and the lack of mechanisms to mitigate vulnerabilities in these networks allows the 
emergence of several security issues. 

6 Conclusions and Future Works 
One cannot deny the advances and advantages the new technological paradigms propose to the 

information society, as in the case of hybrid networks, allowing the development of Research and 
Innovation in the era of Industrial Revolution 4.0. Nevertheless, the same technologies and paradigms 
also introduce new security concerns, increasing the number of vulnerabilities. 

This paper is the result of further studies that allowed to unveil some vulnerabilities related to SND 
networks, in particular, due to its centralized logic facilitating the exploitation of some attacks such as 
Man-In-The-Middle (MITM). Therefore, it was important to propose solutions to mitigate these attacks 
through an appropriate configuration allowing secure access to SDN controllers using the protocol 
HTTPs. The proposed solution was relevant in order to guarantee security aspects such as authenticity 
and integrity. As for future works, further vulnerabilities and solutions should also be investigated and 
implemented in order to propose more secured hybrid networks. 
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Abstract

The capabilities of smart contracts for supporting and enhancing business processes in
distributed-decentralized environments have affected the technological transformation of
numerous industries. Designing and developing blockchain-based solutions requires model
checking and verification of the components of the system such as smart contracts, for
well-behave, correct execution and fulfilling of the business process requirements. Certainly,
there are concerns about the execution of smart contracts in such distributed environments.
This study shows the research results about model checking of smart contracts, performing
a deep analysis of current approaches on modeling and verifying smart contracts and
reviewing available tools for such practices. Modeling and verifying smart contracts are
addressed at the levels of programming and run time execution.

1 Introduction

Blockchain maintains a distributed decentralized and shared ledger, that allows securely ex-
changing transactions between users. The network of blockchain nodes follows a peer-to-peer
communication protocol, and the involved nodes contain the same ledger. The transaction data
are governed by consensus protocol, that guarantees the trust and reliability of users (end-user,
miners). These transactions are stored into blocks, besides the block characteristics (blockhead,
nonce, transactions root), it contains also the hash of the previous block, thus forming the link
of the blocks. This presents a fundamental characteristic of blockchain which in addition it
supports the properties of immutability, data integrity, and non-repudiation properties [36]
[34].

Smart contract (SC) is an autonomous computer programming code, that runs on the
blockchain, and it is executed when a certain event happens, based on specified parameters
[4]. For the SC that is deployed on the blockchain, a unique address is assigned, that identified
the SC. The blockchain users can invoke the SC, by sending a transaction to the SC address
[4] [26]. The logic implemented by SC is based on domain-specific and the source of the SC
can be a natural language law, scope of any agreement between parties, and other possible
sources depend on the business process requirements [29]. For the transaction that is accepted
on the blockchain, and if they contain the contract address as a message received, all the miners
will execute the code of the SC and react according to the specific tasks given on SC. SC is
self-executed programs, moreover, it can invoke another SC, call external service, for fulfilling
given task and they have the ability to automatize and implement a wide range of applications
of domain-specific [26] [4] [23].
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1.1 Formal representation of SC

The mathematical model for the formal representation of the SC in the state-transition system
is a quintuple set of elements [2]:

M = (Q,Σ, δ, s0, F ), where

• Q, is finite set of all possible states of the SC;

• Σ, is the set of all input event on the SC;

• δ, is the set of transition-function of the SC , δ: Q x Σ → Q;

• F , is final state the SC, F ∈ Q;

• s0, is the initial state of SC, s0 ∈ Q;

If the blockchain state is noted by γ, for any successful transaction executed by the SC, the
blockchain state will be updated into γ′ [26]:

γ
Tx
−−→ γ′

The new state γ′, might impact many user accounts, or other SC, that might have their impact
on the empirical data on the blockchain.

Simultaneously with the advantageous technological characteristics of the SC, still, relevant
questions are rising when designing the SC: “Does the SC is behaving as is intended?”;“Does
SC fulfill the shared intention of the parties?”; “Are the SC reliable enough to perform complex
tasks, e.g., financial transactions?”

For responding to these questions and other SC vulnerabilities, the formal proof is required
to ensure the SC is behaving as intended and fulfilling user requirements.

1.2 The vulnerabilities of SC

The security issues of SC, need high attention since they contain millions of dollars in virtual
coins, or they run the business process tasks daily. Primarily, high attention is required before
deploying SC. The risks stand on the fact that once deploying SC into the blockchain, they
remain immutable (impossible to patch) and there is no way of stopping them [21] [25]. The
well-know case of SC vulnerability is theDAO attack, which causes the loss of more than sixty
million dollars in ethers [21][3].

Amongst the security bugs and other SC issues discovered are [25] [26] [16] :

• Dependence on transaction-ordering : Presents security issues where an event (of function)
of SC is depended on the other previous event in order to behave correctly.

• Timestamp: The dependence of the SC for performing an event.

• Throwing an uncontrollable exception: This is the situation when a SC calls another SC,
or some function of the SC by using someThing.send(someValues). In case there is an
exception for a certain reasons, and the called SC or function returns false, the process
value ”someValues”, will not reach the destination. In this situation, there is required
that the SC that calls any other SC or function should check priory if the calls are made
properly.

• Reentrancy : This is a security flaw when a SC function calls another entrusted SC func-
tion, on the SC. The called SC, can take control of data flow and make changes over data.
The theDAO attack sourced from the reentrancy issues [7].
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• Linearizability1: This is a security issue raised in SC when an off-chain service is called.

• SC misbehaviour : Present an issue when a SC is not behaving as it was intended.

2 Research methodology and research results

Blockchain and SC are currently in the highest level of interest as research topics from scholars
and market researchers. The results in this study signify that the research field of SC and model
checking and verification is relatively new based on the research articles published. For achieving
significant results on this survey paper, we define a research method for selecting, classifying,
and analyzing the most significant research results. Initially, we define main research questions
that are the core of this research: Model-checking techniques for SC?; How to verify the SC is
running as it intended?; How to confirm the correctness of SC with natural laws and regulation?;
Tools and best practices on verifying SC?

From these main question, there are formalized set of queries that are used on main research
libraries, such as Web of Science, IEEE, ACM, Scopus, Google Scholar, etc. The research
method is composed of the following steps:

S1: Query definition by using keywords: Smart contract & (or) formal

modeling, model checking, security, verification, contract validate

tools, compliant smart contract, consistency, correctness.

S2: Search (using S1) for research articles in main research Libraries;

S3: Formalizing the corpus of articles;

S4: Analysis of the abstract and details of articles (selected on S3),

moreover, classifying the articles based on the research topic:

S5: Eliminating the non-relevant articles and reformulation queries (S1),

if necessary after discovering other possible research challenges;

S6: Repeating steps S2-S5, until the same results are shown again;

The method presented above allows us to formulate a systematic study of SC modeling and
verification. There are retrieved a significant number of articles from our research method. The
research tendency for modeling and verification of the SC is rising. For practical reasons, we
do now show here results and graphs.

3 SC model checking and verification approaches

This section introduces an overview of model checking techniques and further, we highlight the
most relevant scientific approaches for model checking and verification of the SC, for responding
SC vulnerabilities presented in section 1.2. Table 1, summary the current most relevant tools,
frameworks and approaches for a secure and well-behaved SC.

3.1 Overview of model checking and verification techniques

The formal method allows expressing a complex model for a computer system based on math-
ematical expressions. For obtaining the correct behavior of the model, formal methods use
mathematical proofs to ensure the correctness of the model [6]. Further, the model checking
techniques allow verifying all the states that are provided by the model. Initially, there is a
required specification of the model, mainly by using temporal logic2 and then systematically

1A classic example of linearizability is that all the users involved in the concurrent process should see the
same state of data. Source: https://jepsen.io/consistency/models/linearizable

2Temporal Logic Model Checking
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performing verification over all the specifications defined [9] [6]. This means that all possible
“theorems” defined on the specification, need to be examined for all possible states of the model
[6]. The model would be possible to be implemented when the previous stages “specification”
and “verification” are successfully completed [6]. Model-checking and verification is a way to
determine the behavior of the SC. For designing SC that is intended to run correctly and se-
curely on the blockchain, model checking and verification is necessary. Mainly a model checking
for SC will provide the necessary proof, to avoid the well-known vulnerabilities of SC 1.2, and
possibly to discover new SC security and misbehavior issues.

3.2 The scientific approach for model checking and verification of SC

The theDAO attack raised the attention for the researches and scholars to improve and avoid the
vulnerabilities and security issues of the SC. Research in [31], uses NuSMV for the expression
of the blockchain and SC model. The model is composed of three main parts, highlighting,
first, the Ethereum (kernel layer) as a distributed system for managing transactions between
users. Secondly, it uses the SC (application layer) that is expressed on Solidity [10], to represent
them in model checking language, i.e., in NuSMV, and the third part determines the execution
environment for the application [31]. This research is to verify if the SC is behaving as they are
expected. For achieving this, the expected properties need to be formalized into temporary logic
(Computation Tree Logic (CTL) ) [31]. In case the property does not behave as requested, the
model-checker produces a counterexample, that allows determining the problem and its genesis
[31]. The research in [17] use SPIN [30] for formal verification of the properties of the SC.
This research contributes by formally defining SC and providing a model for SC based on
PROMELA/SPIN [17]. A formal verification of SC based on user and blockchain behaviors is
proposed by research [14]. The author highlights the fact that the previous efforts for capturing
the SC vulnerabilities by documenting them and by using formal verification fail because of not
considering user and blockchain behaviors. The authors from [19] use the non-cooperative game
theory to model the transaction performed by two players. This is possible since the terms of
the contract are agreed and the players act independently. A finite-state machine (FSM) based
tool, named FSolidM [1], is presented in [28], for designing secured Ethereum based SC. Further,
a formal verification for SC behaviour, by using F* [5], is showed in research [18]. The security
of SC is an extremely difficult task due to the openness of the blockchain frameworks [18].
The research focuses on the behavior of the SC, and proposes a framework for analyzing and
verifying the functional correctness and the run time safety of the SC by using F* [18]. Initially,
there is given a clear guide for translating Solidity and bytecode generated from the SC, into F
*. Then a detection of vulnerabilities of SC is presented. Besides, verification of the functional
correctness of SC by using the Solidity subset into F*, further, the framework proposed in [18]
analysis the byte code generated for given SC and intend to prove the equivalent running of SC in
solidity level (functional level) and bytecode (runtime level). In [25], the authors present a tool
that intends to find the run time errors of SC, in the class of bugs of event-ordering. Basically,
the idea behind this research is to see if the output from SC differs when the input order of the
event (functions) is changed. In [24], researchers present a a framework for “correctness” at the
level of programming aspects and the business process “validity” of SC. The formal verification
of SC is performed by using abstract interpretation and symbolic model checking, where SC is
taken as input, while the output in XACML style [13] is the generation of correctness or fairness
[24]. Also, an intermediate-level programming language for SC is presented on [32], and the
intention behind this research is to verify the high-level language programming language, e.g.,
Solidity, before deploying it into the blockchain. Symbolic verification of the SC is showed in
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[26]. The values of program variables are represented by the symbolic parameters. The symbolic
paths are formulas over the symbolic input, which these inputs should satisfy [26]. Also, the
authors from [26] implemented a tool that verifies the correctness of the SC by using the SC
byte code. This tool is able also to catch the famous DAO bug (reentrancy) [3] on the SC.
Ethereum is proposing Vyper environment [11] to prevent the reentrancy attack [8]. Another
symbolic approach based on the dependency graph, that verifies the SC behavior in the report
with given properties and classify it as safe/unsafe is presented in [33].
Besides being focused on verifying the SC, on the programming level, other research highlight
the verification of the SC at the runtime level, i.e., bytecode. In [20] a framework for verification
of the SC is proposed by combining SC and its specification. The misbehavior of the SC is
identified when a specification is violated. The research from [35] uses Coq proof assistant [12]
for formal symbolic development and verification of processes of virtual machine (VM). The
intention behind this study is to prove the reliability and security of the Ethereum-based SC [35].
The K framework has been used to build a tool that allows formal specification and analysis of
the Ethereum VM bytecode of SC [22]. Another approach that applies formal verification of SC
at the bytecode level by using Isabelle/HOL, is explained in [15]. The bytecode is structured
in a block of code, and further creating a logic for reasoning this code [15].

Model Check-

ing Tools

Main Character-

istics

Operation over

SC sources

Limitations

NuSMV model checking-
functional correct-
ness

solidity It does not support the
complete expression of a
blockchian environment [31]

F* functional and run-
time checking

solidity; bytecode The presented tool for model-
checking SC based on F*,
does not support entirely the
syntax features of Solidity,
e.g., loops [18]

BIP Framework component based
and statistical
model checking

solidity and
blockchain

The current model does not
support entirely the blockcian
components, e.g., mining pro-
cess, block, etc. [14]

Scilla intermediate check-
ing

solidity Explicit exception are not
covered on this version of
Scilla [32]

EthRacer runtime checking bytecode Focused only on event-order
bugs by suing notions of lin-
earizability and synchronisa-
tion [25]

ZEUS runtime checking solidity and bitcode It requires to add the policy
specification of the SC [24]

Oyente pre-deployment SC
checking

bytecode Limited only on the bytecode,
and thus losing the contex-
tual information e.g. types,
integer underflow (or over-
flow) [24]

Table 1: Summery of the main approaches related to modeling and verification of SC
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Figure 1: The schema for deriving a secured and well-behaved SC
.

4 Perspectives, conclusions and future works

We consider that the security and auditing aspects of the SC is one of the key steps before
deploying and blockchain-based solution. The model checking methods that are showed in this
research have essential elements to fulfill the model checking for SC. Considering, the SC are
emerging from different sources, based on domain-specific requirements, the above-mentioned
model checking methods do not fulfill entirely the model checking components for each SC.
For the SC that are emerging from natural language, it is necessary to checker their validity in
terms of if natural contract are correctly transformed into SC, and if they are running as they
are intended [27]. Thus, an adaptation of the methods (or tools) is necessary for considering
all possible gaps in behavior and security aspects of the SC.

For a wide examination of the behavior and security aspects of SC, a strict design method is
required by considering in advance the source of SC. In terms of a method (techniques) for model
checking of the SC, we propose, initially, formal reasoning over the source of SC, further at the
SC level, in code level and run time level. In the context of our proposed approach, initially
we select the source of the SC, which is from the perspective of regulatory frameworks, and
further, we apply reasoning technique (over ontology’s, e.g., by using LIKA) over the concepts
that emerge from this regulatory document, e.g., legal or procedural text. Once the behavior of
the conceptual model is verified, further we extract the necessary parameters for defining SC.
Moreover, we express formally SC, and then we apply the relevant model checking techniques.
The outline steps of our proposed approach for a secured and well-behaved SC are showed in
Figure 1.

Conclusions: This paper summarizes the model checking techniques for SC, and we propose
a new perspective on the way of modeling and verifying SC. To the best of our knowledge, there
is not any model that encounter all the components of blockchain and models and verifies them.
This is more due to the perspectives of the use case, which means some of the SC need to verify
the financial instruments, some of them the interaction between stakeholders, and some of the
fulfillment of a given task in the appropriate way.

Future works: We intend to apply our proposed approach, to model and verify the SC in
case of anomalies, e.g., accidents or new ad-hoc decisions, on the business process. Meaning
that we intend to respond to questions on adapting SC, which allows system running normally
without any long disturbance.

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

1414



References

[1] anmavrid/smart-contracts. https://github.com/anmavrid/smart-contracts. (Accessed on
10/31/2019).

[2] automata2.pdf. https://www3.cs.stonybrook.edu/~cse350/slides/automata2.pdf. (Accessed
on 10/28/2019).

[3] The dao attacked: Code issue leads to $60 million ether theft - coindesk. https://www.coindesk.
com/dao-attacked-code-issue-leads-60-million-ether-theft. (Accessed on 10/09/2019).

[4] Ethereum white paper-a next generation smart contract and decentralized application platform-
vitalik-buterin.pdf. http://blockchainlab.com/pdf/Ethereum_white_paper-a_next_

generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.

pdf. (Accessed on 10/11/2019).

[5] F*: A higher-order effectful language designed for program verification. https://www.

fstar-lang.org/. (Accessed on 09/28/2019).

[6] Formal methods. https://users.ece.cmu.edu/~koopman/des_s99/formal_methods/

#targetText=Formal%20methods%20are%20system%20design,order%20to%20ensure%20correct%

20behavior. (Accessed on 10/16/2019).

[7] Known attacks - ethereum smart contract best practices. https://consensys.github.io/

smart-contract-best-practices/known_attacks/. (Accessed on 10/11/2019).

[8] Learn vyper in y minutes. https://learnxinyminutes.com/docs/vyper/#targetText=

Vyper%20lets%20you%20program%20on,requiring%20centralized%20or%20trusted%20parties.

&targetText=Like%20objects%20in%20OOP%2C%20each,functions%2C%20and%20common%20data%

20types. (Accessed on 10/31/2019).

[9] Model checking overview [read-only]. http://www.cs.cmu.edu/~emc/15-398/lectures/

overview.pdf. (Accessed on 10/16/2019).

[10] Solidity — solidity 0.5.11 documentation. https://solidity.readthedocs.io/en/v0.5.11/. (Ac-
cessed on 09/16/2019).

[11] Vyper — vyper documentation. https://vyper.readthedocs.io/en/v0.1.0-beta.13/. (Ac-
cessed on 10/31/2019).

[12] Welcome! — the coq proof assistant. https://coq.inria.fr/. (Accessed on 11/01/2019).

[13] Xacml 3.0 xacml:policy - complete documentation and samples. http://www.datypic.com/sc/

xacml30/e-xacml_Policy.html. (Accessed on 10/16/2019).

[14] Tesnim Abdellatif and Kei-Leo Brousmiche. Formal verification of smart contracts based on users
and blockchain behaviors models. In 2018 9th IFIP International Conference on New Technologies,
Mobility and Security (NTMS), pages 1–5. IEEE.
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Abstract 

The Wi-Fi links performance depends in a highly complex way on the actual 
topology, channel qualities, spectral configurations, etc. Existing Wi-Fi radio link 
performance models usually adopt explicit and bottom-up approaches in order to predict 
throughput figures based on Markov chains and SINR levels. In this work we have 
validated a new approach for predicting the performance of Wi-Fi networks. Based on 
data measurements from the outdoor Wi-Fi CityLab testbed in Antwerp we have tested 
four different supervised learning algorithms. We observed that abstract “black box” 
models built using supervised machine learning techniques – without any deep 
knowledge of the complex interference dynamics of IEEE 802.11 networks – can 
estimate the link throughput with very good accuracy, reaching a value of R2-score of 
90% for the case of the Gradient Boosting Regressor. 

1 Introduction 
Accurate prediction of wireless performance links can be very useful to optimize the Wi-Fi radio 

planning and resources allocation. However, the vast variety of possible wireless configurations and 
propagation scenarios make it hard to de-sign explicit\theoretical models to forecast the performance 
of a specific link. Wi-Fi networks are notoriously hard to model in multi node scenarios. They exhibit 
several performance intricacies due to complex interactions between the PHY and MAC layers, which 
manifest themselves in frequency, spatial and time domains. 

Existing radio link performance models for Wi-Fi networks, such as the model proposed in [1], 
usually adopt explicit and bottom-up approaches; they model the actual mechanics of the protocol (for 
example, the CSMA/CA procedure of the MAC layer) in order to predict throughput figures based on 
Markov chains. 

Due to the difficulty of predicting performance in the presence of complex interference patterns, 
most works proposing models or optimizations for the PHY layer (e.g.,[2],[3]) are reduced to using 
SINR-based models and ideal AWGN channels. Although SINR models can provide a characterization 
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of the Shannon capacity at the PHY layer, they are not meant to capture IEEE 802.11 performance and 
they can fail to capture important CSMA/CA performance patterns. 

In this experiment we did an experimental validation of a different approach for predicting the 
performance of Wi-Fi radio links. Rather than manually fitting analytical models to capture complex 
dependencies, we have directly learned the models themselves, using Machine Learning techniques 
with a limited set of observed measurements. In fact, we do not attempt to seed a pre-existing model 
(such as SINR based or Markov-based) with measurements. Rather, we learn and build the model itself 
from a limited set of measurements (state parameters) as illustrated in Fig.1. 

We treat Wi-Fi links as black boxes with potentially unknown internal mechanics. Such a black box 
takes some input parameters and it outputs the estimated throughput value.  

The main objective of this work is the experimental validation of machine learning algorithms for 
predicting the performance of Wi-Fi radio links in multi node scenarios. 

This paper is organized as follows: Section II describes the setup of this experiment, Section III 
describes the collected measurements and do a correlation analysis, Section IV proposes four Machine 
Learning algorithms to forecast the Wi-Fi link throughput, Section V shows the performance analysis 
and finally section VI concludes the paper and hints at future work. 

 

 
Fig. 1. Prediction of a link throughput based on a “black-box” model. 

2  Setup of the Experiment 
In this experiment we have used the CityLab (part of City of Things) testbed which is a smart cities 

FIRE testbed federated through the Fed4FIRE federation, operated by imec [4]. It is intended for large-
scale wireless networking experimentation at a city neighbourhood level in the unlicensed spectrum. 
CityLab is in the city center of Antwerp, Belgium. The testbed can be found in the streets in and around 
the city campus of the University of Antwerp, in an area of about 0.5km by 0.5km. This testbed is a 
realistic environment where experiments typically face a lot of external radio interference from nearby 
equipment (e.g. Wi-Fi networks, IoT devices, …). Hardware is installed at 50 locations, each with its 
own gateway attached to houses in the street or installed on a pole on a roof. Each gateway houses 
multiple radios with full low-level access for experimenters, including Wi-Fi at 2.4GHz and 5GHz. 

Fig. 2 illustrates two outdoor nodes from the CityLab testbed and Fig. 4 shows the area of the 
CityLab testbed where this experiment was remotely carried through the jFed toolkit (Fig. 3). In order 
to test different deployment scenarios and configurations, a gateway acts as experiment’s controller 
which can change the configuration of all the nodes on the fly. 
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Fig. 2. Example of gateway deployment in the city of Antwerp available for remotely wireless 

experimentation. 
 

 
Fig. 3. jFed toolkit used to remotely setup the experiment. 
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Fig. 4. Layout of the CityLab wireless testbed used in this experiment. 

3 Measurements and Correlation Analysis 
In this work we have performed N short-duration controlled experiments in the CityLab Wi-Fi 

outdoor testbed. Considering the “black box” representation of Fig. 1, each experiment consists in 
measuring the throughput (t) of a given link (l), for each combination of features. Those features are: 
number of clients, SNR, RSSI, noise level, channel, txPower, and the link quality in percentage. The 
goal is to expose the learning procedure to a wide variety of possible configurations. In total we did 
3851 different tests.  

In this experiment the throughput prediction is a multivariable regression problem with seven input 
features and one output to be estimated. Priory to build the Machine Learning models is important to 
understand the variables interdependencies and therefore the correlation level between them was 
computed according to the equation 1. 

 𝝆 = ∑ (𝒙𝒊−�̅�)(𝒚𝒊−�̅�)𝒏𝒊=𝟏√∑ (𝒙𝒊−�̅�)𝟐𝒏𝒊=𝟏 ∙√∑ (𝒚𝒊−�̅�)𝟐𝒏𝒊=𝟏 = 𝒄𝒐𝒗(𝒙,𝒚)√𝒗𝒂𝒓(𝒙)∙𝒗𝒂𝒓(𝒚)  (1) 

 
Fig. 5 shows the measured correlation matrix where ρ=1 means a perfect positive correlation 

between the variables; ρ= -1 means a perfect negative correlation between the variables and ρ=0 
indicates that the variables don’t have linear dependencies between then. Based on these results we can 
see that there is a strong positive correlation between the txPower and the throughput and a strong 
negative correlation between the number of clients and the throughput. These dependence between 
variables indicate that linear regression models can be used in the throughput estimation process. 
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Fig. 5. Correlation matrix between all the measured features of the Wi-Fi links. 

4 Machine Learning Models 
Let us consider  (𝑋, 𝑡)𝑖=1𝑁  the set of N measurements. X is a matrix of multiple independent input 

variables (𝑥1, 𝑥2, … , 𝑥7)𝑖=1𝑁 , i.e., number of clients, SNR, RSSI, noise, channel, txPower and link 
Quality Percentage. The goal is to find a function 𝑓: 𝑋  → 𝑡 that maps xi to a value close to ti for each 
measurement i. This is an instance of a regression problem where we the function f is learned directly 
from the observed data. 

The estimate 𝑓(𝑋), minimizes the loss function Ψ(t,f) given by equation (2): 
 𝑓(𝑋) = 𝑡  ⇔ 𝑓(𝑋) = 𝑎𝑟𝑔 min𝑓(𝑋) 𝛹(𝑡, 𝑓(𝑋)) (2) 

There are several supervised learning methods in the literature to solve multiple regression problems 
(e.g. [5]). In this experiment we are going to test the following four Machine Learning algorithms: 
Gradient Boosting Regressor, Linear Regression, kNN (k-Nearest Neighbors) and Decision Tree. We 
have used the Python machine learning package scikit-learn [6] to implement the various models. 

 

5 Performance Analysis 
The objective of this experiment is to test the performance of the predictive algorithms of Wi-Fi 

throughput with unknown combinations of features. As such, we only predict throughputs for data 
points that do not appear in the N measurements used for learning (or training). To this end, we split 
our total set of measurements into a training set and a test set. The training set consists in the actual N 
measurements used for learning the models and their parameters, whereas the test set is used only once, 
for measuring the final accuracy. We compute the root mean squared error (RMSE) for each algorithm: 
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𝑅𝑀𝑆𝐸 = √1𝑛 ∑ (𝑡𝑖 − �̂�𝑖)2𝑛𝑖=1  (3) 

where 𝑡𝑖 is the actual measured throughput and �̂�𝑖 is the estimated value. We also compute the 𝑅2-score 
given by: 𝑅2 = 1 − ∑ (𝑡𝑖−�̂�𝑖)2𝑖∑ (𝑡𝑖−�̅�)2𝑖  (4) 

 
where 𝑡̅ is the average throughput. Concretely, the R2-score quantifies how well a predictor does, 
compared to the simplest baseline strategy, which always predicts the mean throughput. It is equal to 1 
if there is a perfect match between predicted and measured throughputs. 

For each algorithm we have computed the RMSE and the R2-score (Table 1), moreover, in order to 
visualize the actual predictions in detail, we also show a scatter plot of the predicted throughputs, against 
the actual measured throughputs as illustrated in Fig. 6. On these plots, the closer the points are to the 
diagonal, the better the prediction accuracy. The Gradient Boosting Regressor outperforms the other 
methods and produce fewer outlying predictions. 

 
Method RMSE (Mbps) R2-score [%] 
Gradient Boosting 
Regressor 

1.48 90% 

Linear Regression 2.39 73% 

kNN 1.53 89% 

Decision Tree 1.73 86% 

Table 1. Performance analysis of the machine learning algorithms 
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Fig. 6.  Predicted versus measured throughput for 4 Machine Learning algorithms. 

6 Conclusions and future work 
The Wi-Fi links performance depends in a highly complex way on the actual topology, channel 

qualities, spectral configurations, etc. It is especially hard to predict in quantitative terms how a given 
configuration will perform.  

In this experiment we advocate an approach of “learning by observation” that can remove the need 
for designing explicit and complex performance models. We use machine learning techniques to learn 
implicit performance models, from a limited number of real-world measurements. These models do not 
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require to know the internal mechanics of interfering Wi-Fi links. 
In this work we investigated and validated a different approach for predicting the performance of 

Wi-Fi links. Rather than manually fitting complex models to capture complex dependencies, we have 
shown that it is possible to directly learn the models themselves, from a limited set of observed 
measurements. This approach bypasses the usual analytical modelling process, which requires deep 
knowledge, and yet often yields models that are either too restricted or too inaccurate [7]. 

Based on data measurements from the outdoor Wi-Fi CityLab testbed in Antwerp (imec) we have 
tested four different supervised learning algorithms. Using supervised machine learning techniques, it 
is possible to generalize the observations made on this limited subset of measurements, while still 
capturing the com-plex relationships between the inputs. We build such implicit models using real-
world measurements and we test them systematically, by asking them to predict the throughput for links 
and configurations that have never been observed during the initial measurement phase 

We observed that abstract “black box” models built using supervised machine learning techniques 
– without any deep knowledge of the complex interference dynamics of IEEE 802.11 networks – can 
estimate the link throughput with very good accuracy, reaching a value of R2-score of 90% for the case 
of the Gradient Boosting Regressor. 

A scientific level, the results obtained on the modelling of multi-node Wi-Fi networks have potential 
to help on the developing of better resource management algorithms and help provide guidance to radio 
network planners. 

A possible follow-up of this work is the extension of the “black box” approach to forecast the QoE 
(Quality of Experience) delivered by the Wi-Fi link for specific applications such as video or web 
browsing, taking as inputs QoS parameters. Another interesting follow-up is the extension of the 
Machine Learning models to the forecast the capacity of LTE radio links without using active 
transmission over the mobile network.  
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Abstract

The IEC 61850 standard is being largely used in the Smart Grid (SG) context mainly
due to its ability to address communication, interoperability and migration issues. IEC
61850 currently aims at internal substation communication. Nevertheless, there is a de-
mand to generalize its use for distributed SG systems like Home Energy Management
Systems (HEMS) and Advanced Monitoring Infrastructure (AMI) Communication which
potentially involves distributed substations or distributed SG components. IEC 61850-
based systems require constrained timing requirements for communication and the common
approach is to allocate static link bandwidth resources leading in some cases to over di-
mensioning. This paper presents the Substation Cognitive Communication Resource Man-
agement (IC2RM), that aims the management of bandwidth allocation for IEC messages
using a cognitive approach for its provisioning and the SDN/OpenFlow for its deployment.
By dynamically deploying bandwidth for IEC messages, IC2RM optimizes links between
SG substations and systems and potentially reduces the operational costs (OPEX).

Keywords: IEC 61850, Smart Grid, Substation Communication, IEC Communication
Management, SDN/ OpenFlow, Cognitive Resource Allocation, IEC Messages, GOOSE, SV.

1 Introduction

The IEC 61850 standard is being largely used in the Smart Grid (SG) context. It addresses
and standardizes important aspects of the grid operation and management such as the com-
munication messages required, topologies and services. The IEC 61850 also proposes complete
models, describing everything from physical devices to data and attributes [1] [2].

In the Smart Grid a robust and largely distributed network communication capability is
essential to guarantee the grid operation and management [3]. The grid structure and operation
can be segmented in various ways. This fundamentally depends on the problem perspective
being focused. The most basic and generic structured segmentation consists of 3 general grid
components that must communicate: i) generation; ii) transmission; and iii) distribution [2].

In regards to network communication supporting the main SG components, there are grid
elements that have a functionality and communicate as part of their operation and management
processes. Considering this perspective, the main functional elements communicating within
the SG are: i) the Home Energy Management Systems (HEMS); ii) the Substation Automation
Systems (SAS); iii) the Grid Energy Management System (GEMS); and iv) the Advanced
Monitoring Infrastructure (AMI) Communication [4].
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The Home Energy Management Systems (HEMS) is part of the Smart Grid on the consump-
tion side where home appliances (e.g., air conditioner, dishwasher, dryer, refrigerator, kitchen
stove, and washing machine) data are collected using smart meters. This data will be used to
optimize power source and distribution. HEMS allows the end user to track consumption and
optimize it, reducing energy costs [5].

The Substation Automation Systems (SAS) enables control through physical elements with-
out the need for human interference, increasing reliability and reducing the duration of distur-
bances or failures. For this, communication protocols between the IEDs (Intelligent Electronic
Device) are used. There are approximately 150 different communication protocols for data
transmission and 20 different communication protocols in specific equipment used in utility
companies. This makes it difficult to interconnect equipment from different manufacturers and
gateways introduce delays in messaging can lead to improper operation. In this specific SG
functional component, IEC 61850 plays a fundamental role and is relevant.

The Grid Energy Management System aims the overall management of the entities involved
in the SG such as distributed energy sources, microgrids, energy storage, smart buildings, smart
homes and electric vehicles, among others.

The Advanced Monitoring Infrastructure (AMI) is a bi-directional communication network
integrated with sensors, intelligent meters and monitoring systems that enable the collection
and distribution of information between meters and utilities [6].

Although the IEC 61850 was initially developed aiming to support internal substation com-
munications addressing its problems and issues (SAS), the standard is being applied and ex-
tended for other SG communication scenarios like HEMS, GEMS and AIM [7] [8].

The main advantages of using IEC 61850 in substations are its lower installation cost and
its capability to support new features and advanced services such as the ones required in the
Smart Grid. IEC 61850 defines external visible aspects of the devices beyond data encoding
on the wire and consequently enables interoperability, eases programming and lower equipment
migration cost [2].

A problem concerning the adoption of IEC 61850 for communication either inside a sub-
station or between substations is the need to have dedicated high speed capacity to support
the timing requirement of priority messages. Inside a substation, dedicated switch ports are
often allocated for IEC 61850 exchange of priority messages. For exchange of priority messages
between substations, a dedicated overdimensioned link capacity is often used and this results
in a relevant operational cost for the majority of the deployments. That being said, this paper
proposes the cognitive allocation of communication resources, like link bandwidth and port
capacity, in such a way that they can be optimized and shared among IEC 61850 messages.

This paper presents the Substation Cognitive Communication Resource Management
(IC2RM). IC2RM objective is to allow the cognitive control of communication resources al-
located for groups of IEC 61850 messages inside substation’s network or between substations
and functional elements of the Smart Grid. IC2RM addresses the issue of optimizing network
resources deployed for communication among Smart Grid functional elements.

In the next part of this article, Section 2 discusses IEC 61850 message types, their scope
and related requirements. Section 3 indicates the relevant work being done related to SG
components communication with IEC 61850. Section 5 describes the IC2RM architecture and
61850 data modeling approach used to control and manage the IEC messages. Section 6 presents
the implementation and section 7 presents the final considerations.
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2 IEC Messages Types, Scope and Requirements

The Substation Cognitive Communication Resource Management (IC2RM) objective is to allow
the cognitive control of communication resources allocated for groups of IEC 61850 messages
and, in this perspective, its necessary to identify the messages types and scope alongside with
their format and requirements.

There are 4 basic IEC 61850 messages types: i) Sampled Values (SV) messages; ii) PTP/S-
NTP (Precision Time Protocol/ Synchronous Network Time Protocol) messages; iii) GOOSE
(Generic Object Oriented Substation Event) messages; and iv) MMS (Manufacturing Message
Specification) messages.

SV, PTP/SNTP and GOOSE IEC 61850 messages are transported over the SG network
using either UDP/IP (User Datagram Protocol/ Internet Protocol) or straight in the Ethernet
frame payload. SV messages are intended to support efficient monitoring and control of substa-
tion and SG equipment. PTP/SNTP messages are intended to support time synchronization
among IEDs (Intelligent Electronic Device) or IEC-based equipment. GOOSE messages are
mainly intended to support hard real-time control applications. The Manufacturing Message
Specification (MMS) is a client-server based communication protocol. The client is a network
application or device that requests data and actions from a server. The server contains a Virtual
Manufacturing Device (VMD) in which it allocates objects and contents [9].

The Smart Grid (SG) requires communication resources between components at various
levels and uses various network and communication technologies [2]. A relevant question con-
cerning IEC 61850 in the SG is: What is the IEC 61850 main utilization scope and what are
its deployment communication issues?

The scope of the IEC 61850 in the Smart Grid has been primarily defined on support-
ing message exchanges internally and between substations. In transmission and distribution
substations, the IEC 61850 supports two group of messages that provide communication with
different functionality and timing requirements: i) Horizontal communication; and ii) Vertical
communication (Figure 1) [2]

Figure 1: IEC 61850 Horizontal and Vertical Communication Messages and Timings [2]

Horizontal communication uses typically GOOSE messages and are intended to support
critical protection and control applications with real-time transmission delay requirements.
Vertical communication uses typically MMS messages that are intended to support non-critical
supervision applications. An example of typical timing requirements for the utilization of IEC
61850 message exchanges is illustrated in Table 1 (Figure 1) [10].

It is a fact that the main IEC 61850 communication approach to support the exchange of
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messages in substations is to over dimension network links in such a way that IEC messages
always get all bandwidth they need and pass through with the required delay. The basic IC2RM
motivation is then to propose a new approach for link resource allocation looking for answers
to the following research question: Is it possible to deploy IEC 61850 messages communication
using links with shareable and limited resources?

The relevance of this approach is based on the following aspects: i) an IEC 61850 network
with shareable resources do represent a more economical and efficient use of network technolo-
gies and resources in substations and among substations. In effect, the over dimensioning of
substation’s communication resources does represent an investment (CAPEX). On the other
hand, the over dimensioning of communication resources among substations (typically wide
area telecommunication links) does represent an operational cost (OPEX) and, as such, its
reduction is relevant; and ii) SG uses multiple systems at substation level that require commu-
nication with heterogeneous requirements and the deployment of shareable resources lead to a
potentially more efficient solution.

The next rationale involving IEC 61850 message exchanges in the Smart Grid is: Can ma-
chine learning (ML) be used to support efficient and adequate communication resource alloca-
tion for IEC messages and other application and systems in substations and among substations?

The IC2RM is a cognitive communication approach based on SDN/OpenFlow for IEC
61850’s communication resources allocation in the Smart Grid considering message exchanges
inside substation and between substations and SG systems. IC2RM architecture is illustrated in
Figure 2 and, in summary, it aims to allow the utilization of shareable communication resources
by critical and non-critical IEC messages for functional components of the Smart Grid.

Figure 2: IC2RM Architecture and Operation Scope

3 Related Work

Ustun (2019) in [8], presents recent application of the IEC 61850 to support communication in
various Smart Grid application scenarios like substation communication, microgrid communi-
cation and home network communication, among others. Ustun (2011) in [11] applies extensive
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communication capabilities of the IEC 61850 in microgrid distributed energy resource (DER)
deployments with fault current limiters IEC modeling. Solar Home System (SHS) and Smart
Meter(SM) are modeled in [12] with IEC 61850 communication performance evaluation for
different network technologies.

IEC 61850 communication-based coordinated operation of distributed energy resources
(DER) and locally controlled distribution static compensators (DSTATCOM) is presented in
[7] where MMS type IEC 61850 messages are mapped onto the XMPP (eXtensible Message
Presence Protocol) web protocol to provide microgrid communication.

In all the above references, no resource allocation scheme is presented for optimize IEC
message communication and guarantee its time constraints. To the extent of our knowledge,
IEC 61850 message time guarantees deployed using SDN and machine learning support for
managing real time message constraints have not yet been proposed.

4 IC2RM Architecture and Link Management

The IC2RM architecture is illustrated in Figure 2. IC2RM is composed by 3 modules: i)
The IEC 61850 communication broker; ii) a cognitive engine; and iii) a SDN-based network
monitoring and communication resource deployment module.

The IEC 61850 communication broker manages the constrained and shareable communica-
tion resources either inside or between substations and systems. It decides how much bandwidth
is allocated for each specific set of messages exchange.

The cognitive module processes all new message exchanges and, dynamically, suggests to
the broker what resource allocation action should be executed upon the set of switches used in
the substation or between substations. The main purpose of the cognitive engine is to provide
feedback to the broker in terms of what is the best resource allocation action to be be executed
based on the learning process involved in the system operation.

The SDN-based network monitoring and communication resources deployment module is
basically an SDN interface between the broker and the set of OpenFlow-based switches. It
monitors new incoming IEC 61850 message traffic by the use of OpenFlow Packet-In messages
and sets-up the flow-tables in the switches of the target communication grid system.

The IC2RM’s operation (dataflow) is modeled using the following principles: i) all IEC 61850
message exchanges are, at least during the first message exchange between control or supervisory
equipment, inspected by the IC2RM; ii) there is a message priority scheme defined by the
manager that basically defines messages that do have stringent bandwidth reservation allocation
and messages that do not need it; and iii) there is a message communication identification model
in a way that messages can be identified and detected for on-the-fly processing.

5 Message Identification Modeling for SDN-based Link

Management supporting IEC 61850-based Systems

IEC 61850-based systems are modeled using typically the following steps: i) An information
model is proposed with the modules that communicate in the IEC 61850-based system; ii) A set
of messages is created supporting the expected service or functionality for the system; and iii)
These messages are mapped onto the basic set of IEC messages. As an example, Kikusato in [8]
defines an IEC-based information module with a set of messages for an EV (Electric Vehicle)
charging system.
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IC2RM focuses on managing basic IEC 61850 messages and, as such, IC2RM message iden-
tification modeling has to do with identifying and allocating link bandwidth for these messages.
This approach guarantees that IC2RM Message would work with any IEC 61850-based system
development.

In terms of the IC2RM implementation, the following priority message modeling is defined: i)
GOOSE and SV messages have an assigned minimum private bandwidth allocated; ii) MMS and
PTP/SNTP share a maximum limited amount of link bandwidth; and iii) MMS and PTP/SNTP
maximum configured bandwidth can be, dynamically, re-allocated to GOOSE/ SV messages to
guarantee its timing requirements. This priority modeling approach reflects the main objective
of the IC2RM which is to provide enough bandwidth to priority messages (GOOSE/ SV) while
keeping some room to allow less priority messages (MMS and PTP/SNTP) over a restrained
link with limited bandwidth resources.

From the operational point of view, IEC 61850 message resource allocation requires the
following actions to be executed by the IC2RM: i) GOOSE and SV messages exchanged by
IEC-based equipment are processed by the broker when communication starts (1st message)
to allocate bandwidth resource; ii) IC2RM implements soft-state control of critical and non-
critical message exchanges among all IEC-based equipment; and iii) Messages are identified
using SDN/OpenFlow PacketIn message and other OpenFlow protocol resources.

IC2RM message identification modeling uses the following OpenFlow flowtable parameters:

• GOOSE messages (Figure 3) [13]: i) Source/ Destination MAC addresses (equipment
identification); ii) EtherType (GOOSE message); and iii) APPID (Application ID).

• SV messages: i) Source/ Destination MAC addresses (equipment identification); ii) Ether-
Type (SV message); and iii) APPID (Application ID).

Figure 3: IEC 61850 GOOSE Message Structure [13]

6 IC2RM Prototype Implementation

The IC2RM prototype implementation focuses initially on managing inter-substation IEC 61850
message exchanges as illustrated in Figure 4.

In this experimental setup 2 substations are interconnected using a link (100 Mbps) and there
is one ethernet OpenFlow-capable switch connecting IEC-capable and non-capable equipment
per substation. The IC2RM runs on a server (controller) located in one of the substations.
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Figure 4: Inter-Substation Communication Experimental Setup

Its location in either substation 1 or 2 does not affect the overall operation because OpenFlow
PacketIn messages generated when new IEC 61850 message traffic is generated are forwarded
to the controller independently of its position and both switches use the same controller.

This IEC 61850 application scenario is relevant to control and supervision applications
that must operate beyond substations limits. This is, for instance, the case of microgird’s
communication in wide area for functionalities like the ones required by distributed energy
resources (DER) which are highly dynamic in nature. Current IEC 61850 standard does not
fully support this kind of setup and is oriented for internal substation communication.

The IC2RM prototype uses the following software components: i) Ubuntu Server 14.04.4 as
the operating system; iii) Mininet Version 2.2.2 to deploy the inter-substation communication
setup of hosts and switches indicated in Figure 4 iii) Oracle VM VirtualBox Version 4.1.18
r78361 as the virtualization software and iv) Pox controller; and v) OpenVSwich (OVS) as the
SDN/Openflow basic components.

In terms of the IC2RM’s architecture module deployment, the IEC 61850 communication
resource broker and the reinforcement learning (RL) cognitive engine are user applications
running as a SDN-OpenFlow controller module in one of the hosts configured with the Mininet.

Link bandwidth allocation per prioritized (GOOSE and SV) and non-prioritized IEC mes-
sage exchanges is realized by using the Queue Manager 1 [14]. The QueueManager is a module
developed to allow the OpenFlow controller to manage dynamically the bandwidth allocation
directly on OpenVSwitch. With this module, when the controller is setting a new flow, it can
specify the maximum rate of bandwidth in a output port of OVS, and split the bandwidth
between priority queues. Each queue receives then a specific tag that indicates the bandwidth
rate. This solution solves a typical problem in controllers that can set queues, but the configu-
rations of bandwidth allocation is intended to be done externally to the controller, preventing
in some case the deployment of a dynamically configured switch.

7 Final Considerations

IC2RM proposes a new scheme to allow priority and non-priority IEC 61850 messages to be
exchanged in substations and between substations and SG functional components keeping their
time constraint requirements. The IC2RM uses a SDN-based broker that dynamically manages
the bandwidth allocation for all messages flows. This allows link optimization and, conse-
quently, the utilization of links that do not need anymore to be over dimensioned, leading to
the utilization of IEC 61850 standard in a larger set of distributed applications and systems in
the Smart Grid context.

1https://github.com/EliseuTorres/QueueManager
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IC2RM current prototype implementation runs on a Mininet emulated experimental setup
with a POX SDN controller. The deployed prototype is able to detect new incoming IEC 61850
message flows that require bandwidth allocation using the OpenFlow PacketIn resource. The
broker allocates then the required bandwidth per message type to comply with its standard
timing requirements. In current version of the IC2RM prototype, a straightforward resource
allocation method is used with the continuous and static allocation of bandwidth per message
flow. At this prototype stage, the cognitive allocation approach based on the RL is not yet
implemented since the current objective is to have a proof of concept of the prototype basic
operation.

The next steps in the prototype implementation will include the use of reinforcement learning
to learn about message traffic patterns that allow the dynamic management of under dimen-
sioned links either inside or between substations.
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Abstract

Mobile Cloud Computing (MCC) unites two complementary paradigms by allowing
the migration of tasks and data from resource-constrained devices into remote servers with
higher processing capabilities in an approach known as offloading. An essential aspect of
any offloading solution is the privacy support of information transferred between mobile
devices and remote servers. A common solution to address privacy issues in data trans-
mission is the use of encryption. Nevertheless, encryption algorithms impose additional
processing tasks that impact both the offloading performance and the power consump-
tion of mobile devices. This paper discusses how we extended the frameworks CAOS and
CAOS D2D to supporting encryption and presents initial results on the impact caused by
encryption algorithms on the execution time of offloaded methods.

1 Introduction

According to [1], Mobile Cloud Computing (MCC) is a novel approach for mobile applications
(apps) aiming at providing a range of services, equivalents to the cloud, adapted to the capac-
ity of resource-constrained devices, besides performing improvements of telecommunications
infrastructure to improve the service provisioning.

MCC addresses applications that are very sensitive to high network delays due to the com-
munication overhead between mobile devices and data centers resources located in the core
of the current Internet infrastructure, and far away from the network edge. Some examples
include real-time mobile games, crowdsensing systems, and augmented reality applications. In
MCC, the most common research topic is offloading, which represents the idea of moving data
and processes from mobile devices with scarce resources to more powerful machines [2]. Many
research has been done on the offloading topic, and several frameworks have been proposed to
provide offloading features in mobile apps [3]. One of these solutions is CAOS (Context Acquisi-
tion and Offloading System) [4], a software infrastructure to support the development of mobile
context-aware applications based on the Android platform. CAOS provides offloading features
to enable the processing of contextual data from mobile devices into cloud platforms. CAOS
has also an version called CAOS Device-to-Device (D2D), which supports offloading between
mobile devices [5]. Both CAOS and CAOS D2D allows Android programmers to mark which
methods should be offloaded to remote servers using Java annotation, and the frameworks use
a hybrid decision-making strategy to decide if it is worthy to offload.

Despite its potential, MCC has several challenges, such as the privacy and security of sen-
sitive data used on offloadable processes [6]. Protecting user privacy enforces consumers’ trust
in a mobile or cloud platform. However, it is challenging to achieve privacy on MCC systems
once the data transferred between mobile devices and remote nodes (such as methods param-
eters) may include user’s sensitive data [7]. Thus, this paper discusses how we extended the
frameworks CAOS and CAOS D2D to supporting encryption and presents initial results on the
impact caused by encryption algorithms on the execution time of offloaded methods.
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2 CAOS

Both CAOS and CAOS D2D are based on a client/server architecture as shown in Figure 1. The
CAOS API runs on client mobile devices and is composed by 6 (six) components: Discovery and
Deployment Client, Profile Monitor, Authentication Client, Security Service, Offloading Client,
and Context Client.

CAOS ServerCAOS API
Discovery and

Deployment Client

Profile Monitor

Offloading Client

Authentication
Client

Discovery and
Deployment

Service

Profile Service

Security Service

Offloading Service

Authentication
Service

Security Service

CAOS D2D Server
Discovery and
Deployment

Service

Profile Service

Security Service

Offloading Service

Authentication
Service

Mobile Device Cloudlet/CloudMobile Device

Context Client Context Service

VM Pool Service
Communication

Figure 1: Overview of the CAOS/CAOS D2D Architecture.

The Discovery Client module uses a mechanism based on UDP/Multicast to discover CAOS
Servers running in the user’s local network (i.e., CAOS D2D server or cloudlets). The Deploy-
ment Client module injects dependencies into the CAOS Server, while the Authentication Client
is responsible for sending the device’s data to the server-side to keep the list of devices attached
to a specific CAOS server through the Authentication Service and is connected to the Security
service, ensuring security in the framework. (see Section 2.1). CAOS monitors the mobile
application life-cycle and intercepts its execution flow whenever an annotated method is called,
then decides whether to start the offloading process or not as presented in [8].

All context information of each mobile device connected to the CAOS is sent by the Context
Client to the Context Service to keep a database of contextual information history. The idea is
to explore the global context (i.e., the context of all mobile devices) to provide more accurate
and rich context information. CAOS provides two classes of filters: one to be performed locally
(on the mobile device) and other that runs in the global context repository when the method
is offloaded to the cloud. The choice of which filter will be executed is performed automatically
by CAOS. The components of the contextual data do not exist in CAOS D2D. The CAOS
server tier has two versions: CAOS D2D that runs on mobile devices and the traditional CAOS
for cloudlet/cloud. Both versions present five components: Discovery and Deployment Service,
Profile Service, Authentication Service, Security Service and Offloading Service. The Discovery
Service provides the correct endpoints for clients access to the CAOS Services. The Deployment
Service receives dependencies from client applications, and store them in the server file system,
to enable offloading for those applications. The Authentication Service is responsible for saving
device data and controlling which devices are currently connected to the CAOS services, besides
ensuring secure authentication by means of the Security Service (see Section 2.1). The Profile
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Service is a set of services which receive device data related to connectivity quality and local
execution time of offloadable methods from Profile Monitor, to keep an historical evaluation of
the elapsed time for these methods. These records may be used to decide whether a method
should be offloadable or not. The Offloading Service receives offloading requests directly from
the Offloading Client and redirects to the VM Pool Service, in cloudlet/cloud tier, or directly
to a mobile server. When the offloading process finishes, the Offloading Service returns the
result to the Offloading Client and persists offloading information. The VM Pool Service, in
cloudlet/cloud tier, is responsible for providing an environment that redirects offloading requests
to a proper Android Virtual Machine where the offloading execution happens.

2.1 Security Service

In order to protect offloaded data, the Security Service component has been added to the CAOS
framework. The module exists on both client and server sides and is responsible for confiden-
tiality to the entire migration process. The module uses a hybrid encryption solution, which
consists of combining symmetric (AES) and asymmetric (RSA) encryption, popular algorithms
in this process. The following is the step-by-step for the offloading between tiers: (i) When
the server is started, public and private keys (asymmetric encryption) are generated. When
the client is started, the secret key (symmetric encryption) is generated; (ii) The generated
public key is sent to the client through Authentication Service. On the client side, we use the
server’s public key to encrypt the secret key, then the encrypted secret key is sent to the server;
(iii) Before offloading a method, the client encrypts the request object (the method and its
parameters) using the client secret key; (iv) The server decrypts the request object using the
secret key, which is decrypted using the server’s private key, then the method is executed; and
(v) After executing the method, the server encrypts the result object using the secret key and
sends it to the client. In the client, the result is decrypted using the secret key.

3 Initial Results

We performed a initial experiment to evaluate the impact of using encryption on CAOS when
offloading a method of an image processing application that applies a red tone filter to pictures.
During the experiment, the method was offloaded from a mobile device (LG X Style with
Android 6.0.1, 1.5 GB of RAM memory and processor Cortex-A7 Qualcomm Snapdragon 210
MSM8909 ) to a cloudlet (laptop running Linux Mint 17.2 64 bit operating system, with 8
GB RAM and processor Core i5-4200U ), which were connected through a dedicated 802.11n
wireless network. We executed the method 30 times using pictures with different resolutions
(1MP, 2MP, and 4MP) and using a 128 bit AES encryption key.

Figure 2 presents, for each picture resolution, the total offloading time and the respective
encryption time. As expected, the use of encryption causes overhead in the offloading process.
Large images demand more time for transferring between the mobile device and the cloudlet,
besides more time for applying the filter to the picture as well as for encrypting/decrypting
data. The time spent with encryption procedures was approximately 82 ms, 138 ms, and 182
ms for, respectively, the 1, 2 and 4 MP pictures. The results show an increase of up to 6.57%
in the total offloading time, but they also indicate that the larger the offloading time (4MP
image), the less the impact of encryption procedures on such time.

4 Conclusion and Future Work

Offloading is a relevant research topic recently, and many different solutions have been proposed
to offer offloading features. Being able to protect the communication between clients and
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Figure 2: Initial results for encryption time

servers is an important feature of offloading solutions, but it is important to highlight that
it comes with a price. The overhead of supporting encryption might impact the decision of
when to offloading, so it must be investigated in greater depth. As future work, we intend to
expand the experimentation and evaluate different applications, mobile devices, and wireless
technologies (e.g., 4G, 5G), besides using public cloud instances as remote servers and test other
cryptographic algorithms.
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Abstract

Several studies estimate a population increase for the coming decades that will result
in a rise in global food demand. In this scenario, the primary sector, especially agri-
culture, must take a series of measures to modernize its production processes, aiming at
reducing waste and increasing production levels. To effect this modernization, the sec-
tor must overcome a series of challenges related to its production processes, ranging from
planning to quality control. In this context, this paper introduces Plante as an intelligent
platform composed by three main parts: (i) a hardware module responsible for collecting
environmental data and irrigating agricultural environments; (ii) a mobile application, re-
sponsible for monitoring climate aspects, providing weather forecast, and alert the farmer
when something is nonstandard with the plantation; and (iii) a network layer to address
storage, communication and data processing issues. We present a prototype of Plante to
validate the proposal.

1 Introduction

In recent decades, society has gone through a series of transformations. One of them is the
growth of the world’s population. The 2019 revision of the World Population Prospects from
the United Nations (UN) [9] estimates that there are 7.7 billion people worldwide and that
this number could grow to around 8.5 billion in 2030, 9.7 billion in 2050, and 10.9 billion in
2100. This phenomenon deserves great attention from the government as well as the general
population. If this issue is not properly addressed, it would result in a series of damages,
such as the reduction of general well-being of individuals. In particular, one of the expected
consequences of population growth is the increased demand for basic services, such as health,
education, security and food. To meet this demand, the productive sectors will have to go
through modernization processes.

The World Resources Institute (WRI), through the publication of the report Creating a

Sustainable Food Future [10], addresses the issue of demographic growth and the quest for food.
The study estimates that a 56% higher food production will be required in 2050 in relation
to 2010. Also, the WRI report outlines recommendations for guiding the productive sector to
deal with this issue in a sustainable way. For instance, (1) To increase food production without
expanding agricultural land; (2) To protect and restore natural ecosystems; and (3) To improve
soil and water management.

Nowadays, the agricultural industry worldwide produces 2,609 million tons of grain per
year [6]. It corresponds to the area that produces most food in the world. Despite this large
volume, a considerable increase will be necessary to cope with the future food demand. Thus,
it is fundamental that the sector goes through a process of renewal and technological advances,
aiming to increase the crop productivity within the recommendations pointed out by the WRI.

In this renewal process, the industry will have to solve a series of recurring impasses and
shortcomings. One of them is that the increase in crop yields is intrinsically related to the
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increase in cultivation area. For instance, the Brazilian Institute of Geography and Statistics
(IBGE) states that between 2010 and 2012 the branch was responsible for the deforestation of
77,520 square kilometers of forest in Brazil [3]. Only the agricultural sector accounted for 68%
of the deforestation observed in this period.

Irrigation management deficiencies are also observed in the field. It is well known that
agriculture is responsible for a huge consumption of water around the globe. For example, the
Brazilian National Water Agency (ANA) points out that in 2015 the volume of water used in
the irrigation process in Brazil was 745 thousand liters per second; by 2030 an increase of 46%
is expected, resulting in 1,055 million liters per second [4]. It is worth noting that not only the
agricultural sector will have a higher demand for water resources, but also the population and
several industrial sectors. This data reinforces the urgency to improve water management as
adverted by the WRI.

In this sense, the low utilization of plantation monitoring and control technologies is a major
drawback, as the adoption of automated solutions offers greater accuracy in data collection.
Besides that, automated solutions can be configured to be always available to agricultural
decision makers. Due to this factor, farmers often do not have access to accurate information
regarding environmental variables such as temperature, air and soil humidity, solar incidence
rate etc. This lack of accurate information negatively affects the entire decision-making process,
resulting in inappropriate decisions and leading to a number of inconveniences, such as crop
losses, waste of crop inputs (i.e., fertilizers, seed, etc) and reduction of profits.

Given the importance of agriculture for food supply worldwide and the benefits of Informa-
tion and Communication Technologies (ICTs) for its improvement, this paper presents Plante,
an intelligent platform for monitoring and controlling of agricultural environments. The plat-
form is divided into three main parts: a hardware module called Plante Box, a mobile application
called Plante App, and a network layer to allow the communication between the Plante Box

and the Plante App. The solution provides a set of features to help the decision maker (farmer),
such as the visualization of data collected by sensors, the reception of alerts and suggestions
for preventive and corrective actions, the visualization of weather forecasts and the controlling
of actuators. We present a prototype to validate the proposal.

2 Related Works

This section presents some related works that, like Plante, aim to combine the primary sector
and ICT to achieve sustainable development and efficient production.

In the work of e Celso et al. [8] proposes an architecture that uses IoT and Business Process
Model and Notation (BPMN) for application in agricultural scenarios. Business Process Model
and Notation is a notation developed for the construction of flowcharts and it is linked to the
methodology of business process management. The work shows an IoT device integrated with
sensors and actuators, which enables monitoring and control via web application, allowing part
of the agricultural management to be performed remotely. The proposed web system allows
the user himself, through BPMN, to model business rules for the cultivation of different plant
species, automating the use of actuators. The authors demonstrated the use of architecture
using lettuce cultivation in a greenhouse as a use case.

Jordano et al. [11] highlight the great relevance of three points for obtaining good results
in agricultural harvests: 1) monitoring parameters such as temperature, humidity and lighting,
which are the main factors in product yield and quality; 2) monitoring data analysis and decision
making for optimization; and 3) applying control mechanisms. According to these points, the
authors proposed a low cost agricultural monitoring system, containing a set of wireless sensors
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interconnected via Wireless Sensor Network (WSN). The system also has an actuator to remote
drip irrigation control. The two main disadvantages of using wireless sensors are the need to
recharge batteries (requiring a continuous maintenance process) and the need for a gateway
(dedicated to the sensors), increasing the cost of the product.

The authors Hamouda and Elhabil et al. [7] present a system developed for greenhouse
monitoring and control. The Greenhouse Smart Management System (GSMS) has a network
of WSN-connected sensors, fans and irrigators that are triggered when the system detects that
humidity or temperature is not in accordance with the needs of the cultivation. In this work
only two sensors are used, one of temperature and other of relative humidity. In this work,
Bluetooth is used to synchronize the data collected with the mobile application, which limits
the communication distance between the application and the hardware to 100 meters.

Some advantages of Plante over the above works are the presence of: 1) An integrated
database with information about plant families, genera and species and their ideal cultivation
characteristics (temperature, type and composition of soil, moisture and light level, type of
nutrition, etc.); 2) Integrated weather forecasting; and 3) Alert system (in-app) that informs if
the weather conditions of the cultivation are appropriate or not. These are features that add
value to the product and facilitate the decision making process.

3 Plante Overview

The Plante platform provides an autonomous environment is not in accordance wthat aims
at the careith of plants, reducing the human intervention, whether in large areas (such as
agricultural areas, parks and squares) or small ones (such as community gardens, indoor gardens
and terrariums).

Figure 1 shows the Plante Platform Overview, which is composed by three main parts: 1)
Application, so that the farmer can monitor the data collected by the sensors and control the
available actuators; 2) Network, responsible for storage, data processing and communication
management between the Application and Devices; and 3) Devices, composed of a micro-
controller, sensors and actuators. A case study (prototype) of the proposed solution is presented
in the next section.

Figure 1: Plante Platform Overview.

4 Prototype

Figure 2 shows the prototype implementation realized based on the Plante Platform Overview
presented in Figure 1. Next section details the prototype, explaining the technologies used in

3
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each part of the proposal.

Figure 2: Plante Prototype.

4.1 Plante Box

As illustrated in Figure 2, the hardware module is called Plante Box. It is responsible for
acquiring weather information and watering the soil when needed. It is composed by three
parts: Sensors, Watering Can and NodeMCU ESP32.

4.1.1 Sensors

The Plante Box uses four sensors: DHT11, to measure air humidity and ambient temperature;
YL69, which measures the soil moisture level; LDR photoresist to measure the percentage of
light; and the YL83, which measures the intensity of rain.

The source code developed for Plante Box and written to ESP32 is based on two pillars:
energy efficiency and component life. As a result, the code turns off the sensors most of the
day. Each sensor receives electric current during 1.5 seconds. This is time enough to capture
the environment data and send the information to the micro-controller. The frequency of data
collection is 5 minutes1, for example: each sensor is turned on every 5 minutes, for 1.5 seconds
of data capturing and then it is turned off until the cycle repetition. This behavior allows the
sensors to remain up to 98% of the time off, ie 2% of the time on (this is 72 seconds per hour).

4.1.2 Watering can

Watering can consists of a solenoid valve (adapted for plumbing) and a relay module. The
solenoid acts as a two-state motor, turning off (preventing water passing) and on (allowing
water passing). The relay is used to activate or deactivate the solenoid. Similarly to the
sensors, the electrical connection between the NodeMCU and the watering can remain off by
default and is only established when requested by the user of the application or by the Plante

Application Programming Interface (API).

4.1.3 NodeMCU ESP32

We have adopted NodeMCU ESP32 [13] for controlling the watering can and sensors. NodeMCU
ESP32 is an open source Internet of Things (IoT) platform that uses the micro-controller ESP32.
It is a low cost and low power chip developed by Espressif [5]. The hardware, which uses the

1except when watering can is on

4

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

4040



Plante Renato Oliveira, Reinaldo Braga, Carina Oliveira

Tensilica Xtensa LX6 microprocessor, has Wi-Fi and Bluetooth chips built natively into the
board.

NodeMCU also acts as a synchronizer of the collected data (sending it to the Broker MQTT)
and receiver of some commands sent from the application. Two of the main advantages of using
this equipment are related to its low power consumption (it works with 3.3v) and the native
integration with network technologies, eliminating the need to purchase extra components.

4.2 Network

This layer consists of three parts: 1) Data Base, responsible for storing all data; 2) API, respon-
sible for processing data and decision-making (such as the right time to water the plantation);
and the Broker Message Queuing Telemetry Transport (MQTT). The MQTT has the function
to quickly enable communication between the Plante modules, everywhere and anytime. One
of its advantages is the need for low bandwidth to perform [12] communication. The broker
used in this use case is Eclipse MosquittoTM [1].

The communication between the Broker and the ESP32 is performed in three situations:
1) When sensors capture data and send the information to the Plante App; 2) When the user
turns the watering can on or off through the app; and 3) When the API detects the time to
start or finish watering the plantation.

4.3 Plante App

Following the platform presented in Figure 2, the software module is called Plante App. Basi-
cally, Plante App is divided into two modes: 1) Administrative, aiming to generate a database
of plants and ideal cultivation characteristics. It associates plant families, genera and species
with the most appropriate types of climate, soil, light and nutrients; and 2) Commercial, where
users can track and manage their plantations. This second mode was developed to assist farm-
ers in the planning, monitoring and controlling of their plantations. The Commercial mode,
focus of this article, is divided into three main sections which are described in detail below.

4.3.1 Sensors and Watering Can

This functionality gives users full and real-time access to the climate characteristics of their
plantations. Through the tab Sensors the user has access to five types of data: temperature,
soil moisture, luminosity, air humidity and rainfall. All this data is obtained from the Plante

Box through the Broker MQTT.

In Figure 3(A) it is possible to observe the temperature and soil moisture levels. The
red circle, at the top right of each card, indicates an alert related to the acquired data. In
Figure 3(B) we can perceive the alerts generated by the API, informing when the environmental
characteristics are incompatible with the plant species requirements. In the case presented in
Figure 3(B), the temperature is 11.4o C above ideal, while the soil moisture is 22% above ideal.

In the Watering tab, according to Figure 3(C), the user can trigger the plantation watering
from anywhere. This is possible due to the integration of Plante Box with MQTT. It is impor-
tant to highlight that irrigation, by default, is done automatically, dispensing with the user’s
intervention in order to trigger it. The Plante API is responsible for turning the watering can
on/off at a time when soil moisture is below/above ideal for the controlled specie. In Figure 3
there is also a summary of the weather forecast (12 hours and 5 days) displaying the predicted
temperature.

5
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Figure 3: Dashboard

4.3.2 Plantations

In this module farmers can register plantations, informing the name, location and type of
cultivated plantation. After registration, the information is crossed with the Plante Data Base
and the plantation is linked to the ideal cultivation characteristics of the cultivated species.
Therefore, the user has complete access to ideal cultivation characteristics such as climate type,
soil, light and nutrients. It is worth noting that the Data Base is populated on demand when new
users (with new plant species) hire the Plante. Data collection takes place through consultations
with agronomists, through the analysis of scientific articles dealing with the species or through
academic databases available on the Internet.

Figure 4(A) exemplifies the visualization of information from the Plante Data Base for
a Cherry Tomato plantation. This screen presents the ideal climate characteristics, such as
climate type, minimum and maximum air temperatures and humidity; the soil with its minimum
and maximum levels of acidity and humidity, as well as the composition ingredients; the type of
luminosity; and the types of nutrients with their respective quantity. This screen uses fictitious
data.

Based on this information, it is expected that the farmer will make progress in the decision
making process, because he has accurate information about the ideal conditions of cultivation for
the species of plant. There is a number of decisions the farmer can make with this information
about his plantation, decisions ranging from the planting planning process to the execution and
control processes.

In this context, the farmer may decide to: i) establish his planting location in an area with
mild or intense sunlight; choose land in a region that floods easily during winter or in a region
with low soil moisture, even in rainy periods; ii) opt for a planting site that is affected by winds
most of the year or not; iii) and select the region according to the type of soil composition,
which has the best root development. During the execution and control steps he can decide
which nutrient types to use, and in what proportion each should be mixed.

6
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Figure 4: Planting Preview and Weather Forecast

4.3.3 Weather forecast

Plante has a set of screens that inform the prediction of a series of climatic characteristics.
There are two types of views: one that shows the 12 hour weather forecast and one that shows
5 days. All data is obtained through the AccuWeather API [2], a platform that provides global
weather data. In the app, all weather data is displayed as graphs, making it easier and faster
to view and understand the weather situation.

The 12 hour forecast data is presented as follows: Temperature (actual, thermal sensation,
dew point and wet bulb); Air humidity; Rain (amount and probability); Wind (speed and direc-
tion); and Ultraviolet radiation. In parallel, information for the 5 day forecast is: Temperature
(actual temperature, thermal sensation in sun and shade); Rain (amount and probability);
Clouds (percentage of coverage); Wind (speed and direction); Sun (sunrise and sunset times
and daily duration); and Moon (sunrise and sunset times). Rain, cloud and wind data can be
filtered by day or night.

Figure 4(B) shows the twelve hour forecast of the thermal sensation. Finally, Figure 4(C)
shows the percentage of cloud coverage during the day, for five days of the week.

5 Conclusions

Plante brings a proposal for integrating agriculture with Information and Communication Tech-
nology (ICT) in order to increase the efficiency of agricultural management and control pro-
cesses. In addition, Plante allows to improve water management, becoming a green solution for
smart cultivations, watering only at the exact moment that is needed, reducing overuse. We
can also notice that the solution presented is energy-efficient, since it remains up to 98% of the
time off.

Another important improvement is the reduction in crop losses, once the platform provides
complete information about the ideal cultivation conditions for each plant species. Finally, it
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is important to stress that the farmer has access to collected information of the plantation
anytime and anywhere.

As future works, we intend to integrate Plante App with user notification and alert mecha-
nisms, alerting the user what actions he should take, without the need to open the application.
In addition, we intend to use artificial intelligence to ascertain whether the Plante Data Base,
which contains optimal cultivation information. This will be done by crossing the existing data
in the database with the data obtained by the sensors and the degree of effectiveness pointed
out by farmers. Finally, the application, intelligently and autonomously, will make modifica-
tions to the database based on known experiences, which will result in much more accurate
information.
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Abstract — Software-Defined Networks (SDN) modified the way network traffic can be monitored and 

analyzed, allowing for new approaches for network optimization. This paper presents an approach for 

monitoring and analyzing context-based data flow considering the global state of the computational 

environment (users, presentation/communication devices, and network infra-structure). The proposed 

solution relays on the development and deployment of an API called Context-Aware Adaptive Routing 

Framework (CAARF-SDN). CAARF-SDN is a context-based service that provides the monitoring and 

optimization of the SDN traffic. In this paper we present the CAARF-SDN based monitoring through 

the implementation of a virtual network using Mininet in order to analyze contextual information such 

as Quality of Service (QoS), Quality of Device (QoD) and Quality of Experience (QoE). For this purpose, 

different scenarios are proposed in order to validate the so-called network Quality of Context (QoC) 

which is related to the global state of the computational environment and allows for the optimization of 

the network.  

Keywords: Quality of Service, Quality of Experience, Quality of Devices, Software-Defined Networks, 
Network Monitoring, Contextual Analysis. 

I. INTRODUCTION 

In 2017 the global data traffic on the Internet reached 1,5 ZB (Zettabytes), with an estimate to 
climb up to 4,8 ZB in 2022 [1]. With the growing demand of bandwidth, different contributions are 
required in the traffic engineering domain in order to optimize the use of network resources. 
Therefore, new proposals for the network optimization need to be developed, and in this context, 
monitoring network data is crucial for the correct implementation of optimization strategies. 

The framework Context-Aware Adaptive Routing Framework applied to SDN (CAARF-SDN) 
[2] [3] was proposed as a solution for the automatic analysis and optimization of the network 
resources. This framework proposes the analysis of different metrics (Key Performance Indexes - 
KPI), which can be Quality of Service (QoS), Quality of Device (QoD) and Quality of Experience 
(QoE). QoS is related to the traffic delivery under the infrastructure´s perspective. QoD is related 
to presentation and communication device´s performance and features. QoE decribes the quality of 
presentation under the user´s perception of the service delivered. The cutting-edge aspect about 
CAARF-SDN is related to the integrated deployment of these three metrics in order to provide the 
optimization of SDN traffic to improve user´s perception of the service delivered.  
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The architecture of CAARF-SDN is composed of four main modules, depicted in Figure 1: 
MONITORING, OPTIMIZATION, DEPLOYMENT AND INTEGRATION. The MONITORING 
module is responsible for coordinating the monitoring activities of the required data (KPIs) in order 
to determine the Quality of Context (QoC) and notify the OPTIMIZATION module of a context 
modification. The OPTIMIZATION module is responsible to determine the optimal path for traffic 
delivery based on the QoC. The DEPLOYMENT module is responsible to generate the 
configuration directives of the optimal path. The INTEGRATION module is responsible for 
adapting the DEPLOYMENT module´s configuration directives to the format suitable to the 
adopted SDN´s controller. Therefore, the former module makes CAARF-SDN agnostic to any type 
of network paradigm such as SDN, GMPLS, ASON, among others [2]. This paper details the 
MONITORING module and its interactions with all the CAARF-SDN modules. Therefore, the 
main contributions of this paper are: 
1) The presentation of a dynamic and scalable solution to provide the context-based traffic 

optimization through the proposal of CAARF-SDN networks; 
2) The proposal of a context model based on the concepts of Quality of Service (QoS), Quality of 

Device (QoD) and Quality of Experience (QoE); 
3) The deployment of a generic context model based on a JSON notation to describe the context 

notification provided by the user, presentation and communication devices; 
4) The introduction of the implemented architecture of CAARF-SDN identifying its main modules 

and their interactions; 
5) At last, a further presentation of the MONITORING module discussing and illustrating how it 

works using Mininet [4]. 
This paper is organized through the following sections: Section II presents some related works; 

Section III discusses how the QoE is obtained and how the KPIs are applied to determine the QoC; 
Section IV introduces the main aspects entailing the monitoring of contextual information; Section 
V describes the experiment carried out, the emulation of an SDN network and the CAARF-SDN 
monitoring using Mininet in order to validate the concepts proposed, and; Section VI presents some 
conclusions and future perspectives. 

 

 
Fig. 1 Conceptual Architecture of CAARF-SDN. 

 

II. RELATED WORKS 

 
The monitoring of data within SDN networks is based on the combination of information 

managed by the SDN controller concerning the status of the network. A monitoring tool should 
meet the following requirements: scalability, non-intrusiveness, interoperability, robustness and 
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fault-tolerance. Nevertheless, these requirements are not fully implemented within several solutions 
due their implementation complexity [5]. 

Therefore, different monitoring tools were studied and compared. One of these contributions 
identified in the literature is work of Tambourine [6] that introduces a software of reverse proxy 
using the HTTP protocol to communicate through an API REST with monitored devices using the 
SNMP [7] protocol. The main goal is to come up with a monitored information cache in order to 
prevent overloading the Network Management System (NMS) server.  

Similarly, PayLess [8] presents a framework for monitoring SDN networks through its 
Northbound interface. This solution offers a RESTful API to support other types of applications 
compatible with this interface.  Nevertheless, it generates a JSON-like information as an output, 
which narrows down the integration with other tools. 

MonSamp [9] introduces a SDN monitoring application for QoS data based on its traffic. Two 
main aspects are outlined: (1) It is possible to monitor flows without affecting performance, and; 
(2) SDN switches of different providers and virtual switches can present different behaviors, even 
if they execute the same version of OpenFlow, which requires a further tuning of the monitoring 
process. 

Compared to the previous contributions, the CAARF-SDN MONITORING module provides: 
(i) Monitoring user information (QoE), network environment (QoS) and presentation and 
communication devices (QoD); (ii) Mapping the network topology in real-time, and; (iii) Analysis 
of the monitored information, verification of the global state of the computational environment 
(QoC) and notification of contextual modification towards the OPTIMIZATION module. Table I 
outlines the main differences among the solutions studied. 

TABLE I 
COMPARATIVE AMONG DATA MONITORING STRATEGIES 

Solution  Access 
SNMP 

Access API 
SDN 

Controller 

QoS 
Monitoring 

QoD 
Monitoring 

QoE 
Monitoring 

Tambourine X  X X  
PayLess  X X   

MonSamp  X X   
CAARF-

SDN 
X X X X X 

 
Next section discusses further aspects about contextual information monitored. 

III. MONITORING CONTEXTUAL INFORMATION 

 
As introduced in [2] [3], the notion of QoC was proposed in order to evaluate accuracy of 

contextual information related to QoS, QoD and QoE. Therefore, to determine QoC the Key 
Performance Indexes (KPIs) were proposed, such as [2]: 

• QoS: delay, jitter, packets loss, bandwidth, throughput, etc.; 
• QoD: CPU usage, Memory usage, Battery level, GPS positioning, etc., and; 
• QoE: estimated MOS and factor R. 
 
As a reminder, a Mean Opinion Score (MOS) [10] is a numerical measure of the human-judged 

overall quality of an event or experience. In this approach, MOS is derived, as an adaptation of factor 
R, using metrics such as delay, jitter and packet loss, as presented in [2], and illustrated in Figure 2.  

 

 
Fig. 2 Estimated derivation of MOS 
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The proposed KPIs in [2] are extensible to any traffic metrics supported by the monitoring 
protocol, as for instance some details of the traffic features that can be monitored using 
Netflow/IPFIX. In other words, any metrics monitored using ICMP, SNMP, Neflow v9/IPFIX [11]. 
 

IV. MONITORING MODULE 

The CAARF-SDN MONITORING module was proposed to support several types of 
technologies and network topologies. The architecture of the MONITORING module is depicted 
in Figure 3. This architecture is composed of the following submodules: 

• Network Management System (NMS): this module is supported by Prometheus [12], which 
supports SNMP communication and provides an API that facilitates integration to different 
solutions; 

• Integration API Reader: this module is responsible for the access to the Integration module, 
which in turn is configured to access the SDN controller;  

• Topology Mapping: module that processes the information from NMS and Integration API 
reader modules. This module aims at storing network topology in a database belonging to 
the Context Management module; 

• Context Management: module that stores the information about the current state of the 
network. This module is composed of the following components: (i) Network Logging 
Records, responsible for storing all the monitored information; (ii) QoC Analysis, which is 
responsible for the QoC derivation from all the monitored ports; (iii) Notification, when the 
QoC values fall under certain acceptable limits a notification of context modification should 
be sent to the OPTIMIZATION module, and;     

• API Reader Service: responsible to communicate with the API service agent running on the 
user presentation device (client). The main goal is to extend the scope of information 
monitored in order to improve the accuracy of the QoC calculus. 

Next section describes the derivation of the QoC within a simulated environment. 

V. EXPERIMENT AND ANALYSIS  

 
In order to illustrate the application of CAARF-SDN this paper applies scenarios using audio 

and video stream applications. Due to the nature of these applications, traffic conditions variation 
causes a loss on quality perception providing a poor user experience. One of the goals of this work 
is to illustrate how user experience is improved through the implementation of the proposed model 
based on a network scenario within a controlled domain. 

 

 
Fig. 3 Architecture of the MONITORING module.  
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 The experiment aims at unveiling how the QoC is calculated in each port of the components of 
the network, relating this information with user experience determined by the estimated QoE, 
leading to a traffic optimization. 

The experiment was carried out in an environment with virtual machines with support to 
Mininet. Mininet creates a testing environment that enables the development of programs for SDN 
networks, allowing the experiment to be easily replicated if needed.   

The environment was simulated in a computer with Intel Core i7 processor with 16 GB RAM. 
The virtualization program deployed is the Oracle VirtualBox [13]. Three virtual machines were 
configured according to Table II.  

TABLE II -  CONFIGURATION OF THE VIRTUAL ENVIRONMENT  
VM Software RAM (MB) CPU Disk (GB) OS 

1 Mininet 1024  1 8  Ubuntu 
2 HP SDN  

Controller 
3072  2 150  Debian 

3 Prometheus 
Grafana 

CAARF-SDN 
MongoDB 

2048  2 100  Ubuntu 

 
The software Mininet is executing on virtual machine 1 and is responsible for managing the 

virtual network depicted in Figure 4. The software HP VAN SDN CONTROLLER [14] is executing 
on virtual machine 2 which is responsible for maintaining the SDN controller. At last, virtual 
machine 3 hosts the monitoring applications such as Prometheus [12] to support capturing QoE and 
SNMP information; CAARF-SDN to monitor and optimize traffic based on the context of the 
computational system; NoSQL and MongoDB [15] which are applied by CAARF-SDN as database 
repository, and; Grafana [16] for the visualization of results in real-time. 

 

 
Fig. 4 Mininet visualization of the testing scenario 

The virtual topology of the network depicted in Figure 4 is composed of the following elements: 
• h1, h2 and h3 are the hosts and servers within this topology; 
• t2 is the server that generates noise to the communication, and; 
• c1 is the gateway between Mininet and the external environment, in this case the virtual 

machine 3. 
This topology can also be visualized through the management panel of the HP VAN SDN 

CONTROLLER. 
The Mininet network is created using a Python script. Each element of the network is created 

using Open vSwitch. Both Mininet and Open vSwitch were updated to support version 1.3 of 
OpenFlow (they originally support version 1.0). This new version impacts on how instructions are 
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passed to the SDN controller, considering that each provider has its own format, which reinforces 
the need for the CAARF-SDN´s INTEGRATION module. 

When the virtual machines are turned on several basic services are initialized. The CAARF-
SDN´s MONITORING module executing over a Node.js service works as an orchestrator of 
different available monitoring and analysis tasks. The MONITORING module generates a request 
message to the SDN controller through the INTEGRATION module each 5 seconds in order to 
capture the state of all the traffic variables. The MONITORING module also expects the QoE 
information from the presentation devices, as well as the SNMP information captured by 
Prometheus. At this initial moment the SDN controller´s flow table is empty. 

The next step is the execution of a script that configures the Mininet testing environment. Once 
the virtual network is created, and the contact with the SDN controller is established, the system 
creates the basic flow tables to provide the configured topology. At this moment, three Linux xTerm 
terminals are launched to initialize the traffic simulation. The Linux program sipp [17] simulates a 
VoIP traffic emulating the SIP protocol. Initially sipp is configured to a rate of 30 calls per seconds 
between client h2 and server h1.  

The sipp´s priority is modified within Linux. Therefore, since one of the metrics monitored is 
the CPU usage for each component of the network, the sipp´s traffic within the virtual environment 
should be monitored to enable a better result evaluation.  

Despite sipp generates estatistical data for each call, the estimated QoE requires data related to 
delay, jitter and packet loss between h1 and h2, as depicted in Figure 2. In order to acquire this 
information, the program mtr [18] was applied. The mtr output information were configured using 
JSON format in order to be sent to CAARF-SDN´s MONITORING module.   

In this moment, the traffic situation would be considered as normal. The QoC for each port of 
the components of the network, as well as the users´s QoE, which would have a value, according 
to [2] [3], above 2 which would be the minimal acceptable to a VoIP quality. The data monitored 
is often stored and analyzed by the MONITORING module, in other words, the QoC is recalculated 
in each access to the SDN controller.   

The next step of the simulation is the noise generation. For this purpose, the software iperf was 
deployed using server t2. The exceeding traffic will overload the system, consequently modifying 
the QoC and QoE. Nevertheless, the notification of optimization will only be triggered when the 
user´s QoE is close to a critical value. 

Figure 5 illustrates this situation demonstrating this correlation between CPU usage in the 
components of the network and variation of the user´s QoE. 

 

 

Fig. 5 Testing scenario for the derivation of QoC using Mininet 
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As previously described, as soon as an overload on the components of the network takes place 
(indicated on the graph of Figure 5 with label “cpu load ovs”, which is related to the CPU usage of 
each component of the Open vSwitch network) the QoE drops, triggering the notification process 
to the OPTIMIZATION module. As the noise goes down, or with the dynamic reprogramming of 
flow table by the DEPLOYMENT and INTEGRATION modules, the traffic status becomes 
regular. 

When reprogramming flow tables, the optimized flow tables will have higher priority than those 
initially configured. Consequently, the new tables have a higher preference on the traffic forwarding 
within the network component.  

In order to validate the strategy for obtaining QoC on the simulated environment, the CPU usage 
has been chosen to be monitored from the ovs-vswitchd as information of the load of the component 
of the network. This process when submitted to a high traffic load did not exceed 5% of total CPU 
usage. This was a strong limiting factor for the execution of tests in this experiment. Therefore, in 
order to validate the process, a multiplying value was proposed to demonstrate a CPU usage higher 
than the real usage.  

All the data monitored and also the calculations results are stored by the MONITORING module 
within MongoDB. Parameters such as rx_ratio, tx_ratio, collision_ratio and qos originally did not 
exist on the SDN controller being generated by the MONITORING module.  

It is important to note that Mininet has some limitations such as  [4]:  
• The current Mininet based networks cannot exceed available CPU or bandwidth on the same 

server. This limitation has been experimented in this work since the measurement of the QoD 
metric CPU usage turns out to be inaccurate, and;  

• Currently Mininet cannot execute applications or OpenFlow Switches non-compatible to Linux. 
This limitation has not been experimented in this work. 
 

Some other generic limitations observed during the execution of this experiment due some features 
of Mininet were related to the observation of some specific details, as for instance when monitoring 
performance of a device with switching control based on dedicated ASIC compared to a device 
with switching control based on software on a non-dedicated hardware. This observation was 
motivated by the existing differences of specific features of internal components of devices which 
vary among producers. These differences cause an important impact on the network performance, 
and often are weighted when choosing these devices.  

Another limitation observed is related to the fact that Mininet is based on the virtualization of 
systems. Therefore, the adoption of Mininet can be problematic when the virtualization overhead 
is a drawback when executing simulation scenarios with high computing demand. Consequently, 
sharing resources with the hosting server makes it difficult to experiment a real performance 
analysis. For instance, sharing CPU and memory between the emulated environment and the host 
server, would be a limiting aspect that would compromise accuracy of the KPI monitored (CPU 
usage).   
 

VI. CONCLUSIONS 
This paper introduced the development of the CAARF-SDN´s MONITORING module, 

illustrating the derivation of QoC from the monitored QoS, QoE and QoD. Although QoC is a key 
aspect for optimizing traffic within this approach, this aspect is out of the scope of this paper.  

The main contribution of this work is to demonstrate how different KPIs can be monitored and 
collected from different sources, providing an integrated view of the monitored environment aiming 
at improving the user´s experience. Nevertheless, the complexity of this solution is high given the 
need to integrate heterogeneous monitoring technologies each one specific to the monitored device. 

As for future works, these experiments should be carried out in a real environment, if possible, 
using devices from different producers, in order to achieve a higher accuracy concerning the 
monitored KPIs. 
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Fortaleza, Ceará, Brasil
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Abstract

Embedded systems are becoming increasingly accessible to the Internet allowing the
creation of new services and applications. Such systems need to communicate in a struc-
tured form in a way that uses standardized technologies for better results. Mobile systems
also have a number of limited features like battery life, internal storage and processing
performance. Such restrictions can be mitigated by the use of computational offloading
since algorithms or applications can be executed in the cloud or other networked devices.
This article is intended for the analysis of emerging technologies in cross-process commu-
nication between Linux and Android-based multiplatforms using the gRPC framework.
Applications have been developed in various object-oriented programming languages for
performing remote procedure calls between a single-board computer and a personal-use
smartphone for processing higher order arrays and applying filters to images. Then, a se-
ries of analyzes were performed on the transferred data and the computational offloading
performance of the algorithms in each platform.

1 Introduction

The Internet and the advance of hardware platforms is reshaping the mechanisms used to
create networked embedded applications, with new opportunities to improve our lives rising on
a daily basis. In that direction, forecasts made by hardware manufacturers indicate an order
of 56 billions connected devices in 2020 [13]. That is a result of a reduction in the cost to
create new embedded solutions, an improvement in the processing capability of these devices
and a reduction in energy consumption [5]. Another dimension going under improvement is the
communication using wireless and application protocols to permit embedded devices to interact
using the Internet. Hence, it is now possible to create a device running a Linux distribution
for embedded devices and use most of the open-source communication protocols designed for
unix-based operating systems on a resource-constrained embedded device [14]. The evolution
of embedded technologies and communication protocols to connect devices using the Internet
is known as the Internet of Things (IoT).

The IoT is providing mechanisms for novel solutions to emerge, based on algorithms created
using several research domains, such as Artificial Intelligence, Computing Vision, Machine
Learning, Image and Natural Language Processing, among others. One common issue in the
IoT is the low response time requirements imposed on these algorithms [10]. Response time is
usually a function of the input data and the processing time, and it is affected by the processing
capabilities of the devices and the communication protocols.

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

5353



Perf. analysis of comp. offloading on embedded platforms using gRPC Araújo, Maia, Rego and De Souza

In IoT systems, aiming to achieve the shortest response time possible, developers usually
have to decide between processing everything locally in the embedded devices, or send all the
collected data to another (more capable) device to process it remotely. However, the time to
send all the input data to remote devices may reduce or cancel out the benefits of processing it in
a more capable device. In that direction, several work are studying the benefits and challenges
of using Computation Offload to reduce the burden on embedded devices and improve the
overall execution time [11].

Computational offloading is dealt with in this paper with a performance analysis on em-
bedded platforms using the gRPC framework. Here, two processing-intensive applications were
implemented, and the execution time compared against with and without offloading. Moreover,
these applications were developed using 5 different programming languages, executed on three
different operating systems for embedded devices and run on two different devices. The goal
was to analyze their impact on the overall performance on embedded systems.

The remainder of this paper is composed of section 2 with a discussion on RPC for embedded
systems. Section 3 presents the related work. Section 4 presents the experiment design to
evaluate computational offloading using gRPC. Section 5 highlights the main results from the
experiments carried out. Finally, section 6 presents some conclusions and future work.

2 RPC on Embedded systems

Remote Procedure Call (RPC) permits system modules running on different address spaces
to interact. Using RPC, one module is capable of invoking procedures from another module,
receiving the consequent return of the result data. RPC can be achieved by specifying pro-
cedures able to be called remotely and the individual input and output parameters in each
procedure. Thus, when different parts of an application need to communicate, they do so by
serializing data and sending them throughout the network. One common feature used by RPC
implementations to enforce interoperability is the use of Data Description Languages (DDL),
which is a language to specifiy data structures, to permit interaction between remote modules,
regardless of the platform and language used in the procedure implementation.

A data description language commonly used by cloud applications today is Protocol Buffer.
According to [7], Protocol Buffer is a neutral feature that enables data structuring for multi-
level communication across the network. Protocol Buffer is an alternative to JSON (Javascript
Object Notation), a widely used notation to represent data in web applications[16]. Although
JSON has advantages such as good human-readability, it has several limitations as well. Data
transferred using JSON is not encoded by browsers and is transferred as clear text, which
presents important performance and energy consumption restrictions in embedded systems.
Alternatively, Protocol Buffer is designed to have smaller memory footprint (as opposed to
JSON), making it more efficient to exchange messages across cross-platform and embedded
applications [7].

Using Protocol Buffers as a DDL to enforce interoperability, gRPC1 is a general purpose
framework to permit RPC interactions based on HTTP/2 as transport to traverse proxies and
firewalls. There are a number of advantages of using the GRPC framework on various devices
such as desktops and mobile devices. Among the highlighted advantages, the low-memory
footprint can be cited. Applications using Protocol Buffer serialize the data in a structure
called proto file, regardless of the language used. Additionally, the ease with which applications
can be developed just by defining the proto file interface stands out. Once data structuring is

1https://grpc.io

2
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defined, it is transparent to the developer how communication between different platforms will
take place, since GRPC and Protocol Buffer together handle data parsing between the most
diverse types of object oriented languages such as Java, C ++, Python, among others.

Embedded systems are traditionally defined as resource-limited platforms with specific pro-
cessing purposes. Most of these systems require light programming languages for optimal per-
formance. In that direction, Protocol Buffer is an interesting solution, since it is optimized for
low-memory footprint and reduced communication latency [15]. In addition, Protocol Buffer
makes interoperability between distributed applications much simpler [7], depending only on a
common file for defining the data to be transferred.

To improve the overall execution performance in terms of processing time, memory and
energy consumption, developers usually have to decide between processing everything locally
or to send all the collected data to another device to process it remotely. However, the time to
send all code and data may reduce or cancel out the benefits of processing it in a more capable
device. In summary, computation offloading is the set of techniques to permit algorithms to
be offloaded to remote devices, trying to improve performance metrics in resource-constrained
devices.

3 Related Work

The authors in [4] present performance and efficiency information for an embedded system
using protocols for structured information exchange based on remote procedure calls. Such
a feature, according to the paper, is an interoperable mechanism to exchange information
between networked embedded platforms. They compare the use of SOAP and XML-RPC
applications through data processing in embedded systems and mobile devices. For this, an
engine monitoring system was developed through a Controller Area Network (CAN) in which
the server was developed in C/C ++ language using XML-RPC. As a result, a Windows-based
computer operates as a remote machine that receives all information through data serialization
via the DS80C400 microcontroller, which in turn has CAN support and 1-wire communication
by transmitting data over the network between vehicle control modules. The system proved to
be efficient when RPC was used instead of SOAP for communication and information exchange
between the computer and the embedded integrated chip.

RPC has proven to be an useful protocol for embedded systems. However, there is also the
challenge of monitoring and controlling applications using wireless networks. The Marionette
system implemented in [15] demonstrates the use of RPC to facilitate the development of ap-
plications with data being transferred between multiple devices wirelessly. It demonstrates how
RPC can be used in applications needing a better distribution of their services and consequently
a more efficient serialized data structure. The proposed application demonstrates the use of an
RPC-based framework to permit the communication between a desktop computer and mobile
devices through programming languages, such as Java, Python or Bash Script. The networked
computer allows sensor data acquisition as well as sensor configuration through remote meth-
ods found on the server. In addition, the system is also capable of obtaining sensory network
information through client/server applications implemented in other specific languages such as
nesC for network programming using embedded systems and operating systems specific to such
applications such as TinyOS.

The Any Run Computing (ARC)[6] architecture proposes a dynamic offloading model,
demonstrating energy efficiency and latency reduction using resources available on cloud de-
vices. According to the authors, computational offloading is considered advantageous compared
to local execution, as internal resources such as CPU and memory usage can be used efficiently

3
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while data is processed and organized in external services. The ARC architecture is imple-
mented in Java with SCAMPI framework support and works both on Dalvik Android-based
virtual machines and on Oracle’s Hotspot virtual machines, used on desktop computers. Their
performance evaluation showed how the ARC architecture was able to reduce offloading time by
transferring applications that used high computational resources to the cloud. A more detailed
analysis is required to understand the offloading impact in other parameters such as battery or
network.

The authors on [9] demonstrate several results executing specific algorithms and techniques
on mobile devices. Depending on the programming language used and the hardware architecture
of the device, the offloading time may vary sharply. A Java application was developed to
simulate an agent for resource access on a remote Linux machine. As more resources were
requested, the slower the offloading computation time was perceived. However, if the agent was
implemented in C/C++ using native libraries from the embedded device, the more efficient the
overall offloading process was carried out.

The authors in [2] conducted experiments to evaluate the energy consumption of Android
devices when using different communication protocols and architectural styles, such as REST,
SOAP, Socket and gRPC, and executing classical sorting algorithms of different complexities
and different types and input sizes. Their results show that local execution is more economic
with less complex algorithms and small input data. When it comes to remote execution, REST
is the most economic choice followed by Socket, they show that computation offloading can
save up to 10 time as much energy when compared to local execution for some executions
configurations. Surprisingly, gRPC did no achieved good results in their experiments. It is not
easy to explain such a result, but we guess it might be caused by the type of application used
in the experiment: sorting algorithms, in which data serialization is quite simple, decreasing
the benefits gained from using gRPC.

Several studies [2, 4, 6, 9, 15] have been using remote invocation techniques to perform
computation offloading between various systems to improve application’s performance and to
reduce device’s energy consumption. However, to the best of our knowledge, few of them
consider different communication protocols and none of them have evaluated the influence of
different programming languages and embedded systems in this context.

4 Evaluating computational offloading using gRPC

Computational offloading permits application developers to migrate the execution of processing-
and memory-intensive algorithms from embedded devices to more capable devices. The goal is
to reduce execution time or to reduce energy consumption. Moreover, the decision to migrate
it is based on the type of algorithm, network latency and size of the input parameters. In that
direction, gRPC is an useful underlying technology to implement the migration of code and
data.

We have implemented applications in various object-oriented programming languages that
leverage the gRPC framework for performing computation offloading. Our goal is to assess the
offloading performance on heterogeneous environments, using different programming languages
as well as the following Linux and Android-based devices:

BeagleBone: a development kit based on 32-bit ARM processor, capable of performing over
3 million Dhrystone and floating-point vector arithmetic operations per second [3]. It is
widely used and has support for various Linux distributions like Debian, Angstron and
Ubuntu and can also run Android for various applications. In addition, BeagleBone allows

4
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the inclusion of image processing libraries such as OpenCV and OpenNI for object recog-
nition in automation and robotics projects. Its main specification is a Cortex-A8 ARM
AM335x processor with 1GHz clock and 512MB of DDR3 RAM. Besides, BeagleBone con-
tains 4GB internal storage with 3D graphics accelerator and two 32-bit microcontrollers
dedicated for real-time processing.

Zenfone 5: an Android-based smartphone running an Intel 32 bits processor, different from
most of ARM-based smartphones running Qualcomm’s Snapdragon processors. It uses
an Intel Atom Z2560 dual-core processor, 2GB RAM and 8GB storage [8].

Two case studies were used to measure the overall execution time with and without com-
putational offloading. The first case study uses an application to perform multiplication of
1000x1000 matrices. The application client was implemented in Kotlin while its server version
running the same algorithm was implemented in C++, Python, Java, Go, and Ruby program-
ming languages.

In the second case study, an image processing application transfers images between a Kotlin
client and Python and C++ servers in order to apply several filters using the OpenCV library.
The client serializes and transfers one image to the server, which applies Cartoon, Bilateral and
Gray filters [1] and sends back the three processed images.

Depending on the type of the applied filter, the final image size may vary as processing
methods and parameters vary between filtering types and languages used. Figure 1 exemplifies
the process of offloading and processing an image on the BeagleBone platform using the OpenCV
library. The image was sent to the server, all three filters were applied and the resulting images
were sent back to the client.

Figure 1: Overview of the image processing application workflow

The implementation of both case studies used gRPC and Protocol Buffers (Protobuf) as
the underlying structure to serialize/deserialize data before sending it through the network.
Using the Interface Description Language (IDL) present in Protocol Buffer, we have defined
the messages to be exchanged during RPC and the Protobuf compiler generated predefined
structures to each of the programming languages used. Table 1 presents the experiment design
and details such as languages and operating systems used to implement the algorithms.

It is important to highlight that a Debian Linux and two Android distributions (KitKat 4.0
and Vanilla) were used to execute the applications on the BeagleBone. Android Vanilla is an
OS version intended for specific use on Embedded Systems, unlike KitKat, which has features
indented for smartphones [12]. For the smartphone, the application was executed on Android
5.0 (Lollipop).

5
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Factors server device operating system, server application programming language, and application.
Parameters server device operating system (Debian, Android 5.0/KitKat and Vanilla), server application

programming language (C++, Python, Java, Kotlin, Go, and Ruby); application (matrix
multiplication and image processing).

Design The experiment was executed 100 times for the matrix multiplication algorithm using
1000x1000 matrices and 50 times for the image processing algorithm using a 216 kB im-
age.

Response Offloading time for the aforementioned algorithms running on each platform using gRPC
(seconds).

Table 1: Experiment Design

Figure 2: BeagleBone Black running Android OS during the performance evaluation.

5 Experiment results

This section presents the results of the experiments using the two case studies (matrix multipli-
cation and image processing). Table 2 shows the mean and standard deviation of the method
execution time for the matrix multiplication application (case study one). We can see that
the best result was achieved using the C++ version of the application running on BeagleBone
with the Debian Linux operating system. The second-best result was achieved with the Python
version of the application, while the execution times are approximately the same for Java, Go
and Ruby. In fact, we can see a difference of approximately 44% between the best and worst
results, which shows the impact of platform choice on offloading performance. Another inter-
esting result is that the Android Vanilla operating system presented a better performance than
the Android Kitkat, which can be explained by the fact that Vanilla is an optimized version of
Android for embedded devices [12].

The fact that different operating systems and languages present distinct characteristics,
such as C and C++ running on top of the OS, while others run on top on a virtual machine,
is another parameter to be considered, since it may present important impact in the execution
performance.

As a baseline, the Local column of Table 2 shows the average execution time in seconds and
the standard deviation for matrix multiplication algorithm without offloading, running on the
smartphone. Here, the same pattern is present, with C++ outperforming all other languages.
Additionally, we can see the benefits of offloading when we compare the execution time of the
same languages running locally and remotely on a device with better processing capabilities.

Table 3 shows the mean and standard deviation of the method execution time for the image
processing application (case study two). Again, as expected, the combination C++/Linux
Debian outperforms the other combination, mainly because of the optimization of the Linux OS

6
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Local (baseline) Linux Debian Android KitKat Android Vanilla
Languages Avg.(s) Dev. Avg.(s) Dev. Avg.(s) Dev. Avg.(s) Dev.

C++ 16.07 0.47 10.36 0.57 13.62 0.64 12.74 0.26
Python 18.21 0.55 12.94 1.89 16.72 0.69 14.88 0.60
Java 20.07 0.47 17.41 0.77 18.07 1.09 18.07 0.49
Go 19.97 0.57 17.39 0.78 17.50 0.65 16.67 0.25

Ruby 19.11 0.45 18.19 0.56 18.39 0.47 17.59 0.30

Table 2: Total execution time for the matrix multiplication application with and without of-
floading

for embedded platforms. The Android platforms presented statistically the same performance.

Local (baseline) Linux Debian Android KitKat Android Vanilla
Languages Avg.(s) Dev. Avg.(s) Dev. Avg.(s) Dev. Avg.(s) Dev.
Python 6.89 0.58 7.24 0.97 8.15 0.6058 7.98 0.55
C++ 6.81 0.59 5.66 0.79 5.88 0.599 5.89 0.53

Table 3: Total execution time for the image processing application with and without offloading

As a baseline, the Local column of Table 3 shows the average execution time in seconds
and the standard deviation for running the image processing application on the smartphone.
Comparing with the offloading times presented on Table 3, we can see that the C++ total
offloading time still outperformed the local execution, even considering that the image had
to be transferred from the smartphone to the Beaglebone. However, considering the Python
implementation, we can see that it is worth executing the method locally because the benefits
of offloading the image processing do not pay off, and the time to send the image through the
network outweighs the offloading benefits.

6 Conclusion and Future Work

Despite using the same embedded device as a server, the choice of platform impacts overall
offloading performance, causing total offloading time to vary by up to 44%. This result reveals
the importance of choosing the technology stack when using embedded devices with limited re-
sources. It is also important to highlight the advantages obtained by using gRPC as interprocess
communication technology, to permit the communication between processes implemented with
different programming languages. Hence, the developer can implement their components and
services on the platform that suits them or perform better, which is essential in computational
offloading scenarios.

The results set forth in this study indicate a wide range of possibilities and research asso-
ciated with computational offloading in RPC-based embedded multiplatforms. It can be seen
from the overall execution time how the programming languages and operating systems used
are also relevant factors for a reduction in offloading time in most applications. Associated with
this reduction, we also have the increased performance and energy savings that these analyzes
can lead to overall mobile devices, as well as the use of tools that enable data transfer across
the network using remote procedure calls using the open source GRPC framework.

As future work, we plan to investigate alternatives for performing offloading on embed-
ded devices and evaluate other platforms such as Raspberry Pi and Jetson, investigate other
technologies such as REST/JSON, and investigate the energy consumption of these devices.
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Abstract

Billion of devices are connected to the internet nowadays, more are coming in the
future. Cisco assumes that 50 billion devices will be connected by 2020. It is quite difficult
to manage and control the exchange of the huge amount of data generated from those
connected devices. Thus the need for a new more intelligent Internet of Things (IoT)
architecture for large scale networks. Based on the above needs and challenges of the IoT,
Software Defined Networking (SDN) seems to be an excellent key solution. Thus, using
the concepts of SDN, we aim to reduce the complexity of traditional IoT networks, this
means that recent IoT networks will be more programmable, managed and controlled by
software. In this work, we provide an architectural model combining SDN and IoT, and a
mathematical formulation of the controller placement problem as a linear integer program
optimization. At the end, we present some simulation results to show the advantages of
this integration.

1 Introduction

Connected physical devices can communicate and send information to each other over the In-
ternet, they can be remotely monitored, programmed and controlled. IoT applications running
on the top of such infrastructure, have numerous applications in verticals such as commercial,
industrial, health, etc. IoT can also be very heterogeneous in terms of functionalities and ca-
pacities. The number of deployed IoT objects is increasing significantly as a consequence the
generated data from these objects is increasing significantly constituting the so called Big Data.
The characteristics of diversity, dynamics of such environment associated with the generated
Big Data introduce hard challenges in order to design efficient and cost-effective IoT archi-
tecture solutions. This architecture should rely on not only efficient computing infrastructure
but also communication networks infrastructures that should be more dynamic, efficient and
more scalable to meet up the introduced challenges (performance, cost, adaptability, etc.). We
believe that SDN is a promising technology that could help IoT architecture to address these
challenges. In this paper, we propose a novel architecture called Software Defined-Internet of
Things (SD-IoT) architecture that aims the convergence of the two concepts. We also present a
mathematical formulation to optimize the placement of SDN controllers in the IoT infrastruc-
ture. We then highlight how the proposed architecture and optimization formulation permits
to improve the performances of the converged system. The rest of this paper is organized as
follows: Section 2 presents an overview of IoT and SDN technologies. It also presents the cur-
rent state of the art related to the integration/convergence of the SDN and the IoT. In Section
3, we propose a novel architecture that integrates IoT and SDN concepts. In section 4, we
present our mathematical formulation of the controller placement problem in the form of an
optimization algorithm and then some simulation results are presented. Finally a conclusion
and future works are given at the end of this paper.
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2 IoT and SDN

2.1 Challenges of IoT Applications Deployment

The classical approach to deploy IoT applications is to entirely deploy them in Cloud data
centers. This approach makes the design of the applications simple but makes it difficult to
fulfill all the non functional requirements such response time, and data rate. In this paper,
we propose to leverage IoT architecture with SDN concepts to allow a better programmable
instrumentation of the infrastructure based on the requirements of IoT applications at any time.
This architecture is called Software Defined - Internet of Things Architecture (SD-IoT). With
this approach, we envision that IoT applications could interact directly with infrastructure in
order to request resources and/or deploy its own components.

2.2 Overview of IoT and SDN

IoT architectures have been defined in order to introduce the necessary flexibility to interconnect
various devices. From the conducted state-of-art we identify several models. The basic model
is a 3-layer consisting of Applications, Networks, and Perception Layers. Recent literature
introduces more abstraction models, however, some other models have been proposed to add
more abstractions to the IoT architecture.
Network devices are usually from different providers exhibiting proprietary and heterogeneous
control functions. Control plane and data plane are both packed inside the networking devices.
This packaging increases the complexity and reduces the flexibility. SDN is a solution that
allows to overcome these limitation providing a software-oriented control plane (control) that
is decoupled from the data (forwarding) plane. SDN introduces a three layer architecture: (a)
Data plane or Device layer, (b) Control plane and (c) Applications layer. The application layer
expresses the customer’s needs, and communicates with the controller via northbound API. The
Control plane layer is considered as the brain of the network. The controller communicates with
the physical devices in the data plane via southbound APIs, e.g. OpenFlow protocol. There
exist many software controllers in the market such as Ryu, Opendaylight (ODL)[3], Floodlight,
NOX[4], etc.

2.3 State of art inter-operating SDN with IoT

The heterogeneity and the complexity of IoT devices will require a new IoT architecture with
SDN capabilities to manage them and to improve the performance of the whole network. If the
networks are not prepared, the flood of IoT where a lot of traffic is generated could leave the
network paralysed [6].

Authors in [2] propose a framework for managing connected devices and configuring the
network dynamically based on SDN. SDN is used to solve the problem of continuous changes
in the network by decoupling the control plane from the data plane. The approach resembles
routing table used in routers. The routing information is stored centrally. When the topology
needs to be changed, the SDN controller pushes the new routing information to the nodes.
Thus, it can reconfigure the system without redeploying.

In [1], authors propose an SDN-based architecture to manage the diversity of devices and
networks. Their solution is based on the utilization of dockers running on the connected devices.
In this architecture, IoT devices running Docker communicate together via SDN based switches
and they are monitored by an SDN controller. Authors implemented their approach to validate
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Figure 1: SDN inspired new IoT architecture

the possibility to overcome the heterogeneity of the devices as far as they are able to support
containerization.

Authors in [5] propose an SDN based approach in Smart Cities. They developed a testbed
highlighting how programmable SDN infrastructure can be used to significantly simplify the
on-boarding and provisioning of end-to-end IoT services in a context of multi-tenant networks.

In another contribution [7], authors aim to fuse three concepts in a global IoT architecture:
Mobile Edge Computing (MEC), SDN and Network Function Virtualization (NFV) to show how
they can achieve better MEC employment and extend the MEC concept to provide Software-
Defined Fog-enabled IoT gateways (SDF-Gateways).

Authors in [6] present a simple and general SDN-IoT architecture with NFV implementa-
tion to address the challenges of the IoT. The data layer comprising of SDN switches is not
responsible of the decision making of the information being received/transmitted by/to the
sensing layer rather they leave the decision making to the control layer through a southbound
APIs such as OpenFlow. One of the key objectives of the proposed architecture is to replace
the traditional gateways with SDN-gateways.

3 Our Proposed Software Defined IoT Architecture

SDN creates a high level of abstraction between the application layer and the physical layer.
This centralized concept allows the controller to deal with any IoT application as a graph.
The role of the controller is to guarantee the instantiating of this graph in the physical infras-
tructure while respecting the application requirements. Figure 1 illustrates our idea. The IoT
Application specification is transformed into a graph specification of interconnected application
components to submit to the controller to deploy, along with a set of requirements in terms of
processing and communication resources. The controller will be in charge of the management of
the deployment and execution of the application components in the physical infrastructure (the
sensors and the network devices). The controller provides the required level of abstraction be-
tween the requested IoT application and the real implementation of the application components
and communication links in the physical infrastructure.

We suppose that SDN concept applies also to the IoT devices themselves i.e. they are able to
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Figure 2: SD-IoT Devices connected to the controller

communicate with the controller via the OpenFlow protocol. In addition, to take into account
the possibility that some IoT devices may not support the OpenFlow protocol, a gateway can
help these devices to communicate with the controller by translating proprietary protocol into
OpenFlow. The controller can directly update the flow table for those devices to trigger or
stop the transmission of some particular data. In this way, the controller could have global
control on the IoT devices and manage the generated traffic with a very coarse granularity.
Figure 2 illustrates a network where IoT devices with SDN capabilities are connected directly
to the controller while others are connected via an OpenFlow gateway (OF-Gateway). With
this approach, the infrastructure is now decoupled from any specific IoT application. The
client of the requested IoT application doesn’t need anymore to worry about whether the
infrastructure will be able to support the non functional requirements of its IoT application
but these requirements will be taken into account by the infrastructure in a programmatic way.
The physical infrastructure will be virtually shared between different IoT applications allowing
for a better resource utilization.

4 Analytical Model of the Controller Placement Problem

In this section, we address the problem of controllers placement in the IoT infrastructure. The
objective is to find the minimum number of controllers so that the response time of controllers is
less or equal to a given delay bound d. The response time of the controller is an important QoS
parameter. It is affected by two factors: (a) The round trip time delay between the controller
and a node and (b) The sojourn time in the controller which depends on the service capacity
and the load of the controller.

4.1 System Model

The considered system model is a set of OpenFlow switches, gateways and IoT devices deployed
in a particular geographical area. The problem is to determine how many controllers should be
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Figure 3: System Model

deployed and where so the response time constraint of the controllers is respected. We assume
that a controller can be co-located with any node and share the same channel links with this
node. Figure 3 illustrates our system model. The network is modeled as a graph G(V,E) where
V represents the set of nodes and E represents the network links between nodes. Each link is
associated with a network delay. The number of Nodes is N in the shared infrastructure. So
we have V =v1,v2,...,vN and vi, 1 ≤ i ≤ N , denotes the ith node.

4.2 Response Time and Delay Formulation

❼ Network Delay Model: The network delay denoted as DN
ij is the sum of the transmission

delay and the propagation delay in the network from one node to the associated controller.
DN

ij = DT
ij + DP

ij where DP is the propagation delay and DT is the transmission delay.

❼ Controller Response Time Model: Each controller can be modeled as an M/M/1 queuing
model. Suppose packets are generated according to a Poisson process. Suppose also that
all the controllers have a fixed service rate µ. Let Sj denotes the set of nodes associated
to the controller j and λj denotes the total packets arrival rate to the controller in site j,
which can be calculated as follows:

λj =
∑

i∈Sj

λi
j (1)

where λi
j is the request rate of node i to the controller j [packets/s]. But arrival rate of nodes

is independent of the controller site itself, and we can consider that:

λj =
∑

i∈Sj

λi (2)

According to the queuing theory, the expected mean response time Rj of controller in site j can
be calculated as follows:

Rj =
1

µ− λj

=
1

µ−
∑

i∈Sj
λi

(3)
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4.3 Placement Problem Formulation

The optimization problem is an NP-hard problem, which is very difficult to solve when the
size of the network becomes very large. We propose instead a heuristic algorithm based on
iterative approach and Dijkstra’s algorithm for the least cost path problem. This algorithm
aims to actively increment the number of controllers in the network by satisfying all the required
constraints for all nodes in the network. The proposed algorithm is illustrated in Algorithm 1:

Algorithm 1 Controllers Placement Algorithm

1: Input G = (V,E,M), δ, µ
2: Output X,Y

3: R← V

4: C ← V

5: D = Dijkstra(V, E)
6: while R 6= ∅ do
7: for j ∈ C do

8: Sj ← ∅
9: Dj ← 0

10: t̄j ← 0
11: while t̄j ≤ δ do

12: i← NearestNode(V, j,D, Sj)
13: Dj ← Dj + 2DN

ij

14: t̄j ←
Dj

|Sj |+1 + 1
µ−(

∑
n∈Sj

λn+λi)

15: if t̄j ≤ δ then

16: Sj ← Sj ∪ i

17: end if

18: end while

19: end for

20: j = Argmaxj | Sj |
21: yj = 1
22: C ← C − j

23: for each node i within Sj do

24: xij = 1
25: R← R− i

26: end for

27: end while

28: Return X,Y

The network is represented by G = (V,E,M) where V is the set of nodes V = (v1, v2; ..., vN ),
E is the link’s delay between the nodes, E = (e11,e12,...,eNN ) and M represents the arrival rate
packet-in requests to controller by each node. M = (λ1,λ2,...,λN ). µ is the service rate of each
controller, and δ is the delay boundary that the average response time of each controller should
not exceed. G, µ and δ are the inputs of the algorithm. R represents all the nodes that are not
yet associated to any controller, and C represents the candidates sites for controllers. Initially,
we consider in our algorithm that all the nodes are not yet associated to any controller and
R = V and all the nodes could be considered as possible candidate sites i.e. C = V .
We start our algorithm by finding the shortest path from any node to any other node in the
network using Dijkstra’s algorithm. Then the algorithm enters in a loop until all the nodes are

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

6666



associated to at least one controller. The algorithm calculates all the possible candidate sites,
and the set of nodes that can be connected to them, starting always with the node that is the
nearest one to the controller. At each iteration, the algorithm computes the average response
time to verify that is still less than the threshold δ. The function NearestNode(V, j,D, Sj)
selects the node i that has the minimal cost path to the controller j. Sj is the resulting
associated nodes to the controller located in site j. Then, the algorithm calculates and checks
the average response time t̄j . After finding the possible associated nodes to each controller, the
algorithm chooses the one that has the maximum number of nodes associated to it, using the
function Argmaxj | Sj |, and updates the output variable Y by setting yj = 1 to indicate that
there is a controller on the site j. The algorithm removes the chosen controller from the possible
candidates list C, and updates the output X to indicate the nodes that are now associated to
this controller in site j by setting xij = 1.

4.4 Simulation and Performance Evaluation

In order to evaluate the performance of the system, we aim to study the effect of δ. We
generated a network of N=120 nodes, the links between the nodes are randomly generated
following uniformly distributed pseudo random integers between mindelay and maxdelay. We
fixed µ to a high value enough to cancel the effect of the diversity in nodes’ requests in the
network (λi) i.e. each controller has high performance capacity (very small service time) and
is able to process all the requests in time (i.e. µ ≫ λ). This is because we need to study only
the effect of Network delay.

In the first scenario, δ is set to mindelay, and therefore the number of required controllers
is 120, each node shall host its own controller to satisfy the delay constraint. In scenario 3,
the value of δ is very high (maxdelay) and therefore one controller will be sufficient to satisfy
the constraints of all nodes. In scenario 2, the value of δ is 0.4 ∗maxdelay, and the number of
needed controllers is 5. Figure 4 highlights the results of our algorithm. This figure shows that
when δ is very low, each node will host its own controller. While increasing δ, the number of
required controllers decreases and converges towards only one.

5 Conclusion and Future Works

In this work, we have proposed an SD-IoT architecture where SDN controllers are in charge of
instantiating and controlling applications components in the infrastructure. We have proposed
an algorithm to the controller placement problem in this SD-IoT architecture aiming at satisfy-
ing the delay constraints between IoT devices and the controllers. We formulated the problem,
modeled the average response time of a controller taking into account the network delay and
the average service time in the controller. We have performed some simulation to highlight the
effect of δ on the number of controllers to deploy. In future works, we aims to perform more
simulation to study the effect of other parameters such the sampling rate of the IoT devices
and the service time of the controller that depends on its architecture and price.
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Figure 4: Number of controllers vs δ
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Abstract 

In this paper, a method for identifying users of a connected object based on the 
recognition of the physical activities induced by the manipulation of these connected 
objects has been presented. Data from connected objects were first classified to recognize 
four types of activities: standing, sitting, lying and walking. These four activities thus 
classified generate four databases. Then, within each activity database, a classification 
model was trained to identify the different users. The model thus obtained is put into 
production on a Big data platform. User recognition results reached 73% accuracy in 
production. This study has provided a non-intrusive approach to recognizing users of a 
connected object in a "Big Data" environment 

1 Introduction 
The identification of users of connected objects is generally done through passwords or fingerprints 

as for smartphones or smartwatches [1-8]. These methods, although they are effective, present today 
certain limitations like the risk of forgetting the passwords or the inefficiency of the digital ones 
especially when the fingers of the hand present cracks [11-13]. 

 
The recognition of physical activity by using connected objects is very important in the world of 
research. Several works present very interesting studies, whether using a single connected object [14-
19] or several connected objects [20-29]. The type of activity detected is highly variable, ranging from 
one activity [30] to several activities [31-40]. 

 
All research work in the field of research in physical activity recognition using connected objects stops 
in the training and testing stage of a classification model [40-50]. No study deals with the production 
of this type of algorithm. 
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In this paper, we propose a new approach to address the following issues: 

First, we propose a non-intrusive approach to recognizing the identity of the user of a connected object 
through the recognition of physical activity. 

 
Secondly, the chosen model will not only be trained and tested on a small dataset but also deployed in 
production using a Big Data platform. 

 
Section 2 provides an overview of the proposed approach. 

2 Our approach to identify users of a connected object 
36 people were invited to freely use a set of connected objects: a smartwatch, a smart TV and a 

smartphone and a connected cup for six months. 
The data of sensors embedded in all the connected objects have been stored in a big data platform of 
the Hortonworks type because the amount of data is very large that cannot be suitable in a conventional 
SQL SERVER type database, for instance. 

 
The user identification process has been implemented in a previous work (Figure 1). 

In this work, the identification of users of a connected object has been done in two steps: 
Step 1: Recognize four types of activities: standing, sitting, lying and walking. Each activity type 
generates a database of the activity in question. So, we have four databases. 

 
Step 2: Within each database of each activity, a classifier (Deep Neural Network) has been trained 

to recognize each user. 
 

 
Figure 1:  
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Processing pipeline for the recognition of 7 users of 2 connected objects: a Smart TV and a Smart 
watch. 

After extracting all the data from all the sensors on board the two connected objects, the data was 
stored in a Datawarehouse. A Deep Neural network classification algorithm was applied to classify 

the four activities: Stand, Walk, Sit and Lay. The four types of activities generate four sets of data. In 
order to detect the user of each connected object, we applied a classification of users to each set of 

activity data. 
 
The algorithm trained and tested (Figure 1) is not put into production. In the practical case, we 

want to be able to save this algorithm in order to reuse it to recognize other types of users, it is 
actually the objective of putting into production this kind of machine learning algorithms.  

 
Putting into production consists of three important notions: 

 

i) Make the predictions of different users available to everyone  

ii) Measure the quality of the predictions over time.  

iii) Improve prediction quality over with feedback 

 
In order to concretize principles i) to iii), the algorithm thus trained, tested and validated, goes 

through four stages: 
 

i) Deployment  

Is the process of making the predictions available to everyone. For instance, the most important is 
to treat deployment as was the code deployment. That’s has a lot of advantages : i) Flexibility: no need 
for complicated abstractions. Ii) software deployment is very mature field. And iv) Rapid model 
updating with continuous deployments.  

ii) Evaluation  

This is exactly what we do to measure the quality of deployed models, in this case, we used the 
accuracy metric. For instance, the evaluation is done on line but also offline. 

 
Offline evaluation consists of using a metric for the classification of user identities. While Online 

evaluation comes down to choosing a metric during the production phase. This metric is tracked during 
the Monitoring and Management phases. 

iii) Management : improving deployed models with feedbacks and metrics that we collect.  

iv) Monitoring : tracking model quality over time.  

 
In order to keep maximum performance on model predictions, we need to update it. For this step, 

we applied an A / B testing. 
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Figure 2: Explanatory diagram of the identification process of a connected object user 

 
As shown in Figure 2, once the data were collected, an automatic learning algorithm (Deep Neural 
Network) was trained and tested (creation phase in Figure 2). The algorithm is then recorded in order 
to make predictions of users (Live Data). 
In order to be able to maintain good model classification performance, the model returns a feedback 
(metrics). The prediction results are presented in section 3. 

 

3 Results and discussions 
 
The classification results for physical activities and users are presented in Table 1. 

 
 Smartphone, 

smartwatch, smart TV 
Smartphone, 
Smartwatch, Smart Tv 
and Smart Cup 

Debout/other 79% 78% 
Sitting/other  77% 76% 
Laying/Other 76% 77% 
Users classification  72% 73.4% 

Table 1: Classification of users and activities. 
 
Thanks to our approach, we were able to reach a precision of more than 72% for the identification of 
the users of connected objects used in this study. 
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4 Conclusion 
 
In this paper, we have proposed a methodology to predict and identify different users a connected 

object using physical activity recognition. This model has been put into production allowing it to be 
used for industrial purposes. 

 
This work allows to see the impact of the implementation of a model of recognition of the activity and 
its putting into production in the real world. 
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Abstract—Health data monitoring is a crucial activity to reduce
maternal, neonatal and infant mortality rates by supporting
public health policies decisions. Available data in Brazilian health
databases point that it is possible to predict death risk in
the early stages of gestation and infant development. In this
research, we consider the information availability still in the
gestational period to propose different death risk prediction
models for this public of interest. We also detail the data mining
process to apply machine learning-based techniques in death
risk classification for maternal, neonatal and infant patients.
We present an experiment pipeline to estimate average perfor-
mance and evaluated machine learning models with different
features combinations. Additionally, we show a web service which
provides multiple predictive models by information availability.
Results show Random Forest obtaining better performance when
compared to the other machine learning methods.

Index Terms—Brazilian health data, data mining, information
availability.

I. INTRODUCTION

Historically, data analysis was always a guide in the

decision-making process. Modern computing techniques and

the vast amount of information available in Brazil by public

transparency points to new opportunities. When it comes to

linked data, though, there are many challenges. Despite the

difficulties, researches in this area continue to demonstrate

that it is possible to associate data and extract solutions

immediately.

The World Health Organization (WHO) [1], [2] reports

many of the maternal and infant occurred deaths, are due

to gestation or parturition complications and can usually be

avoided by performing simple self care actions. For this pur-

pose, population health parameters monitoring is a key activity

to reduce maternal (gestation and puerperium), neonatal and

infant mortality rates.

When considering this context, collecting some data during

each gestation stage period allows generating relevant infor-

mation to identify death risk for mothers and babies. The

available web tool Intelligent Governance in Health Systems

(GISSA) is a system that supports governance in public health

care. GISSA consists of a set of components which allow

data collection, integration and visualization to support the

decision-making process. This work was applied in the context

of GISSA’s data and provided a new tool for this system.

Researches [3]–[5] has demonstrated the correlation be-

tween data collected by Brazilian Government and the death

of babies and mothers using machine learning techniques.

Although information is collected at the time of the child’s

birth, this data can be inferred earlier in gestational develop-

ment. This suggests that risk of death can be assessed months

before birth, allowing family health professionals make simple

interventions like teach self care actions, or even identify and

refer the case to specialized medical care. Figure 1 outlines

three periods of interest in case of mothers (pregnancy up to

puerperium) and babies (neonatal and infant).

Fig. 1. Periods: gestational (0 to 40 weeks), neonatal (0 to 28 days), and
infant (0 to 365 days).

Using this data collected at different gestational fases allows

the proposal of different pattern recognition models to the

death risk identification for maternal, neonatal and infant

patients. We could apply these predictive models to different

stages of gestation and baby development. This individualized

or joined information may be used to support public health

strategies.

This paper details the data mining process in GISSA

datasets to evaluate the application of supervised machine

learning methods for neonatal, infant and maternal mortality

for death risk prediction. The main contribution of this work

includes a proposal of a web service which provides multiple

predictive models ordered by information availability. A Proof

of Concept (PoC) is also presented to demonstrate its use by

GISSA portal in the family health care program running by

federal government.

The remainder of this paper is organized as follow. Section

II overviews related works about infant and pregnancy mortal-

ity risk prediction with machine learning. Section III details
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data mining process used to build and evaluate a couple of

machine learning-based death risk prediction models. Section

IV presents and discusses performance results. Section V ends

with some conclusions and future works.

II. RELATED WORK

In [3], it is applied Fuzzy logic to death prediction of

children group in the neonatal period. In this study, the

authors identify a set of characteristics of interest: newborn

birth weight, gestational age at parturition, Apgar score, and

previous report of stillbirth. These features showed to be

enough for the fuzzy inference. From the 24 rules identified

by specialists, with it is possible to predict neonatal death

with an accuracy of 90.0%. This study points for the model

applicability from the child’s birth, since 3/4 of these attributes

are measured only in birth, been not possible using them to

predict mortality conditions in early gestational stages.

In [6], authors present and evaluate the Intelligent Health

Analysis System (LAIS), to support decision-making in pre-

ventive actions involving pregnant mothers and newborns. This

system uses data mining techniques to generate death risk

alerts using probability-based methods for training and evalu-

ation of predictive models. The authors applied data from the

Mortality Information System (SIM) and Live Birth Informa-

tion System (SINASC) databases available on the DATASUS

portal. Results showed that the probabilistic algorithm Naive

Bayes performed better when compared to other machine

learning techniques. The obtained accuracy and Area Under

the Receiver Operating Characteristic Curve (AUROCC) were

98.2% and 92.1%, respectively.

Another research, performed in [4], presents a practical

and straightforward approach to identify whether the infant

mortality coefficient of a given city will be above or below

the Brazilian national mean rate. By the use of regression trees

model, it is sufficient to observe the total of prenatal medical

appointments and mother’s educational level hitting 65.0% of

the cases.

III. METHODOLOGY

Since the project workflow focuses on the data mining

process from data collection to the deployment, it is applied

Cross Industry Standard Process for Data Mining (CRISP-

DM) [7] as the predominant methodology.

A. Data Mining Steps in Gissa

In order to better represent the methodology applied, we

simplified CRISP-DM in four main steps. Figure 2 summarizes

macro activities that guide data mining based approach in this

paper.

B. Business Understanding

This step was about the business domain understanding

of GISSA and included the comprehension of the entities,

relationships, and fields in the databases. As an artefact, we

produced a data dictionary which describes tables of SINASC

and SIM databases.

Fig. 2. Data mining steps in GISSA.

C. Data Preparation

Raw data in GISSA’s scenario is from relational databases,

which enables applications to efficiently store and query with

Structure Query Language (SQL) large amount of data (about

1.5M samples) [8]. The dataset and its description were built

based on SIM and SINASC tables through the data preparation

phase summarized in a couple of steps:

1) Select Data: a selection of columns and rows of interest

in SIM and SINASC tables;

2) Integrate Data: tables union is done defining data clas-

sification as well (samples that incur in death or not).

Some fields appear with missed values due to lack of

information coming from different tables;

3) Clean Data: filling default missed values and replace-

ment of inconsistent values in the table resulted by

integration step;

4) Construct Data: some features are extracted based on

each problem definition;

5) Format Data: Filled registers (without ignored infor-

mation) are selected randomly and recorded in Comma-

Separated Values (CSV) format.

Figure 3 represents the data preparation process, which

involves applying SQL scripts resulting in each dataset.

Fig. 3. Overview for data preparation process.

After the data preparation process, datasets classification
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TABLE I
DATASETS COMPOSITION

Dataset dead alive total

maternal dataset 508 2531 3039

neonatal dataset 657 682 1339

infant dataset 911 952 1863

remains in two groups (dead or alive) for binary classification

as in Table I. Women in pregnancy or puerperium stages com-

pose the maternal dataset. The neonatal dataset is composed

of newborns children, from 0 up to 28 days of life. The infant

dataset is composed of children from 0 up to 365 days of life.

After this phase, each dataset is standardized with Standard-

Scaler class, available at Scikit-Learn library [9]. This oper-

ation results in zero mean and scaling data to unit variance,

considering each feature separately in all samples selected.

Each value is scaled by the expression: xscaled = (x− µ)/σ,

where µ and σ represent, respectively, the mean and standard

deviation for a given feature in dataset.

Was performed Exploratory Data Analysis (EDA) to verify

the generated datasets. EDA allows verifying data variables

quality by graphics visualization and statistical measurements.

All these actions aim to prevent biased and overfitting models.

D. Modeling

We perform some tasks in order to model and assess appli-

cability: (1) data loading and preprocessing; (2) exploratory

data analysis; (3) hyperparameters optimization; (4) cross-

validation executions. After these steps, models are ranking

by AUROCC and accuracy. Figure 4 shows the sequence of

steps to guide modelling and deployment in API restful used

by GISSA portal. This pipeline is applied to the three datasets

considering each group of features selected.

Fig. 4. Experiment overview for model selection and evaluation.

For each dataset, we listed the attributes in order of informa-

tion availability. This feature arrangement allows the definition

and evaluation of multiple predictive models, depending on

the available information. Besides that, this strategy also

enables the prediction in different periods of interest, once we

proposed multiple models with increasing feature numbers.

The features in maternal dataset are (F1) Birthplace, (F2)

Education level (mother), (F3) Child’s race, (F4) Child’s

gender, (F5) Number of healthy parturition, (F6) Gestational

age (in weeks), (F7) month starting prenatal, (F8) Child po-

sitioning for parturition, (F9) Parturition type, (F10) Assisted

parturition, (F11) Induced parturition, (F12) Cesarean occur-

rence before parturition, (F13) Birth indicative, (F14) Robson

classification [10] for pregnancy, (F15) Apgar 5 minutes for

child at birth, (F16) Age of child at death, (F17) Death

occurred in relation to parturition and (F18) Death indicative

of child.

The features in neonatal and infant datasets are (F1) Age

of father at birth, (F2) Age of mother at birth, (F3) Level

of education (mother), (F4) Marital status of mother, (F5)

Number of prenatal consultations, (F6) Start month of prenatal

consultations, (F7) Start week of prenatal consultations, (F8)

mother’s Brazilian Code of Occupation (BCO), (F9) Number

of previous pregnancies, (F10) Number of stillbirths, (F11)

Number of live births, (F12) Number of cesarean parturition,

(F13) Number of healthy births, (F14) race of mother , (F15)

gender of child, (F16) Pregnancy type, (F17) Birth occurrence

place, (F18) Robson classification, (F19) Assisted parturition

code, (F20) Cesarean occurrence before parturition begins,

(F21) Cesarean status before parturition begins, (F22) Birth-

place, (F23) Apgar 1 minute index for child at birth, (F24)

Apgar 5 minutes index for child at birth, (F25) Weight of child

at birth, (F26) Race of child and (F27) Malformed occurrence

status.

E. Evaluation

The performance of supervised classifiers Naive Bayes [11]

(NB), Decision Tree (DT) [12] and Random Forest (RF) [13]

was measured and evaluated for the binary classification task.

The application of the Grid Search optimization strategy

combined with the K-Fold Cross Validation (CV) technique

makes it possible to obtain different model performance es-

timates for each hyperparameters combination. From these

results, we can choose the most appropriated model (with

the lowest CV error). Besides, the use of CV maximizes

the confidence of the values of the selected hyperparameters,

ensuring a better generalization (reducing overfitting).

The hyperparameters adjustment in supervised algorithms

We performed Decision Tree and Random Forest parameter

optimization by the following. For Random Forest, we con-

sidered the parameters n estimators, criterion and max depth

of the RandomForest Classifier class available in the Scikit-

learn library. Table II shows the parameters and tested values

for this classifier.

For the Decision Tree, we considered criterion and splitter

parameters to find the best-optimized combination. The Table

III presents the tested values.

Since Gaussian Naive Bayes computes a priori and a

posteriori probabilities from datasets, there are no parameters

to be tunned.
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TABLE II
EVALUATED PARAMETERS FOR RANDOM FOREST

Parameters Description Tested Values

n estimators Number of trees in the forest 10, 50, 100

max depth Maximum depth of the tree 5, 10, 15, 20

criterion Function to measure the quality of
a split

”gini”, ”entropy”

TABLE III
EVALUATED PARAMETERS FOR DECISION TREE

Parameters Description Tested Values

criterion Function to measure the quality of
a split

”gini”, ”entropy”

splitter strategy used to choose the split at
each node

”best”,”random”

To obtain the best combination of parameters, the Grid

Search technique combined to K-Fold Cross Validation was

performed with k = 10. The optimal values for Random

Forest were criterion = ”gini”, max depth = 10 and

n estimators = 100. For the Decision Tree technique were

found criterion = ”gini”, and splitter = ”best”.

1) Cross-Validation Experiment: For each supervised es-

timator, the experiment pipeline was run 30 times, for the

estimation of a confidence interval and average performance

benchmarks. Algorithm 1 details the experiment process. For

a given dataset D, a group of supervised machine learning

techniques T and features set A, the experiment firstly gener-

ates a set of features combinations C (TOP 01, TOP 02, . . . ,

TOP M ) and evaluate each technique for a different features

subset by cross-validation.

F. Deployment

It was serialized the selected predictive models for each

addressed classification scenario (maternal, neonatal and in-

fant) and made available in a restful API. This software

modularization allows simple integration with any system,

either web or mobile. It was generated a total of 27 predictive

models for neonatal mortality, 27 models for infant mortality

and 18 models for maternal mortality.

For each scenario, the model represents a classifier which

receives a features vector of a given size. For example,

considering neonatal mortality risk, model TOP04 is trained

with the Gaussian Naive Bayes algorithm and receives as input

a vector with four attributes. In this context, GISSA web

system works as the PoC, consuming services provided by

a restful API, in order to demonstrate the proposed models.

Figure 5 illustrates the architecture.

Still considering TOP04 (F1 father’s age at birth in years, F2

mother’s age at birth in years, F3 mother’s level of education

- 4 means married -, F4 mother’s marital status - 2 means 8 to

11 years of study completed) model, GISSA application must

inform the scenario and a feature vector as a POST request

according to the format.

Algorithm 1 Experiment pseudocode

D ← GetDataset( )
A← {a1, a2, . . . , am}
T ← {t1, t2, . . . , tk}
C ← FeaturesCombination(A)
foreach t ∈ T do

thyperparameters = GridSearch(t,D,A)
end foreach

foreach round ∈ 30 rounds do

foreach c ∈ C do

foreach t ∈ T do

S ← Subset(D, c)
S ← FeatureStandardization(S)
ACCcv, AUROCCcv ← CrossV al(S, folds =

10)
end foreach

end foreach

end foreach

foreach c ∈ C do

foreach t ∈ T do

results[c][t] = ComputeMetrics()
end foreach

end foreach

S ← BestCombinations(results)

Fig. 5. PoC and API architecture.

POST h t t p : / / < s e r v e r > :5001/ p r e d i c t

{
” d a t a ” : ” [ 2 1 . 0 , 1 9 . 0 , 4 . 0 , 2 . 0 ] ” ,

” model ” : ” MMInfan t i l ” ,

}

The API executes prediction for the selected model, return-

ing the class value (0 for alive or 1 for death prediction) and

the death probability as a POST response, in this case: ’class’:

1, ’prob’: 0.79.

IV. RESULTS

It is performed a series of experiments to choose the best

predictive model algorithms considering performance results.

The average values for accuracy and AUROCC are presented,

according to the experiment procedures detailed in section III.
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All models and its results are presented in Tables IV, V and

VI.

It is presented the Receiver Operating Characteristic (ROC)

curve, where the Y axis represents the sensitivity and the

X axis represents 1 - specificity. Sensitivity refers to the

likelihood of a test be positive, given that the individual has

died. Specificity refers to the likelihood of the test be negative,

once the individual is alive [14]. For the Figures 6, 7 and

8 blue dots describes the mean ROC graph that represents

all 30 experiments randomly initialized of the considered

model, the gray shadow (when observable) in background is a

composition of all results separately. This shaded area shows

that the ROC curve profile does not differ from the mean case

for the set of selected predictor variables regardless of data

separation between training and test groups.

The ratio between the accounting of correctly classified

examples and the total of evaluated examples. This metric

is accepted for evaluation and describes the accuracy of

classification entirely [15]. AUROCC represents the overall

performance of an estimator, once this metric considers all

computed values of sensitivity and specificity. The more the

estimator ability to discriminate against individuals with and

without risk of death, the more the curve will approximate

to the upper left corner and AUROCC will approximate to 1

[14].

The predominance of the Random Forest algorithm as

the best technique for the evaluated datasets is notorious.

For the neonatal and infant mortality datasets, the Random

Forest algorithm obtained better performance for 24 of the

27 predictive models evaluated. For the maternal mortality

dataset, this algorithm presented better accuracy and AUROCC

for all models.

For the neonatal dataset, the combination that scored highest

AUROCC and accuracy was TOP26, with 0.8876 and 93.90%,

respectively. The area under the ROC curve for this combina-

tion is shown in Figure 6. This combination concerns with a

Random Forest model with 26 predictive attributes.

Fig. 6. ROC curve for neonatal death risk.

For the infant dataset, the best combination was also the

TOP26, with 0.9909 and 99.73%, respectively. This similarity

TABLE IV
NEONATAL MORTALITY EXPERIMENTS

Features Set Classifier Mean AUROCC Mean ACC

TOP01 GaussianNB 0.5180 54.07%

TOP02 GaussianNB 0.5407 55.21%

TOP03 GaussianNB 0.5554 57.83%
.
.
.

.

.

.
.
.
.

.

.

.

TOP17 RandomForest 0.7454 82.02%

TOP18 RandomForest 0.7459 81.86%

TOP19 RandomForest 0.7448 81.87%

TOP20 RandomForest 0.7504 82.73%

TOP21 RandomForest 0.7517 82.73%

TOP22 RandomForest 0.7511 82.79%

TOP23 RandomForest 0.8155 88.27%

TOP24 RandomForest 0.8261 89.75%

TOP25 RandomForest 0.8394 90.82%

TOP26 RandomForest 0.8876 93.90%

TOP27 RandomForest 0.8872 93.94%

TABLE V
INFANT MORTALITY EXPERIMENTS

Features Set Classifier Mean AUROCC Mean ACC

TOP01 GaussianNB 0.5277 54.34%

TOP02 GaussianNB 0.5495 56.15%

TOP03 GaussianNB 0.5760 60.70%
.
.
.

.

.

.
.
.
.

.

.

.

TOP17 RandomForest 0.7512 82.69%

TOP18 RandomForest 0.7533 82.81%

TOP19 RandomForest 0.7518 82.70%

TOP20 RandomForest 0.7903 86.32%

TOP21 RandomForest 0.7893 86.25%

TOP22 RandomForest 0.7893 86.20%

TOP23 RandomForest 0.8452 91.28%

TOP24 RandomForest 0.8521 92.00%

TOP25 RandomForest 0.8744 93.15%

TOP26 RandomForest 0.9909 99.73%

TOP27 RandomForest 0.9906 99.82%

is associated with the composition of the neonatal and infant

datasets, given that both differ in the way how class attribute

is determined for each instance. The ROC curve for this

combination is shown in Figure 7.

Lastly, for the maternal dataset, the TOP15 combination

was the one that obtained the highest value for accuracy and

AUROCC, with 0.9163 and 97.50%, respectively. The ROC

curve for this combination is shown in Figure 8.

V. CONCLUSION

This paper evaluated three problem scenarios for death

prediction to support decision-making in health management.

From the data mining process in GISSA portal, it was possible

to build and evaluate a set of machine learning models trained

with neonatal, infant and maternal data with different feature

combinations.
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Fig. 7. ROC curve for infant death risk.

TABLE VI
MATERNAL MORTALITY EXPERIMENTS

Features Set Classifier Mean AUROCC Mean ACC

TOP01 RandomForest 0.6120 61.20%

TOP02 RandomForest 0.6913 71.64%

TOP03 RandomForest 0.8277 92.81%
.
.
.

.

.

.
.
.
.

.

.

.

TOP10 RandomForest 0.8840 95.49%

TOP11 RandomForest 0.8892 95.77%

TOP12 RandomForest 0.8946 96.14%

TOP13 RandomForest 0.8957 96.26%

TOP14 RandomForest 0.9060 97.11%

TOP15 RandomForest 0.9163 97.50%

TOP16 RandomForest 0.9147 97.39%

TOP17 RandomForest 0.9133 97.38%

TOP18 RandomForest 0.9143 97.41%

In this approach, we consider the information availability

as a guideline to generate, evaluate and select the predic-

tive models. Each model represents the best algorithm for

a feature combination. The Random forest estimator is the

predominant method in feature combinations for the three

scenarios, which indicates its generalization capability for

health data. To demonstrate the utility of our approach, we

built a microservice to serve all these models for each scenario.

A PoC was also implemented to demonstrate the use of the

restful API in GISSA portal.

Future works include expanding the restful API system

adding new predict models (services). Intends to evaluate

other supervised methods for described scenarios or even

apply semi-supervised approaches to deal with labelled and

unlabeled datasets.
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J. Zhang, Ö. Tunçalp, R. Mori, N. Morisaki, E. Ortiz-Panozo et al.,
“Use of the robson classification to assess caesarean section trends in
21 countries: a secondary analysis of two who multicountry surveys,”
The Lancet Global health, vol. 3, no. 5, pp. e260–e270, 2015.

[11] I. Witten and E. Frank, Data Mining: Practical machine learning tools

and techniques. Morgan Kaufmann Pub, 2005.
[12] T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical

Learning, ser. Springer Series in Statistics. New York, NY, USA:
Springer New York Inc., 2001.

[13] Y. Liu and H. Wu, “Water bloom warning model based on random
forest,” in Intelligent Informatics and Biomedical Sciences (ICIIBMS),

2017 International Conference on. IEEE, 2017, pp. 45–48.
[14] B. Lopes, I. C. d. O. Ramos, G. Ribeiro, R. Correa, B. d. F. Valbon,

A. C. d. Luz, M. Salomão, J. M. Lyra, and R. Ambrósio Junior,
“Bioestatı́sticas: conceitos fundamentais e aplicações práticas,” Rev Bras
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Abstract

The increased proliferation of fake news on social networks has a significant impact on
the information received by the society. The malicious use of information can compromise
the democracy, as well as manipulate the opinions of people exposed to such news. These
impacts have boosted new search directions in an attempt to classify and identify this
news. Therefore, we propose AuFa, a solution to automatic detect and classify fake news
through neural networks algorithms. Preprocessing techniques used are in the collected
database to analyze the patterns of news, as well as to reduce noise and eliminate null
information. The results obtained showed that the supervised neural network algorithm
(MLPClassifier), obtained satisfactory performance to be used in the proposed solution.

KEYWORDS: Fake News. Neural networks. Natural Language Processing.

1 Introduction

Society has been looking for quick and practical ways to communicate and perform daily tasks.
At the same time, there is an evident growth in the number of Internet users exchanging
information worldwide. A survey performed [4] shows that in 2016, there were 81.4 million
mobile phone internet users in Brazil, which accounted for nearly 40 percent of the Brazilian
population. By 2021, these figures forecast are to increase to 112.7 million and 51.8 percent
respectively.

In this way, access to information has become easier by the fact that any smartphone,
tablet or notebook makes news available, either through trusted websites or through social
networks. Social networks stand out in this rapid sharing of data, but much of the information
disseminated in these environments is not true. For example, a Reuters Institute report [12]
shows that 66% of respondents in Brazil use social media as a news source. While social
networks have increased the ease of disseminating information, their popularity has potentiated
the problem of fake news, accelerating the speed and scope at which such news are disseminated.

People daily are bombarded by information from a variety of subjects and sources, leading
to one of today’s biggest problems, the so-called Fake News. According to Google Trends1,
which is a Google tool where the interest of a particular topic is exposed over time, showed
that the term Fake News was widely used in the surveys conducted by Brazilians in 2018 and
that it continues to grow in 2019. In addition, Fake News had already gained prominence in
the international press in 2016, when the U.S. presidential election took place. Technology
companies did an analysis and discovered various Internet content that contained Fake News,
most of which denigrated a US presidential candidate of that election [1]. Another example
of the problems that the spread of this fake news cause, according to [3], It is the fact that
happened in 2014, where false news ended with the death of a woman in Brazil. This came
after rumors circulated on the Internet accusing her of kidnapping children to perform black
magic rituals.

1https://trends.google.com.br/trends/?geo=BR
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According to [7], young people tend to consume less of the older media, such as newspapers,
radio and TV, because they believe that, besides being uninteresting, they are repetitive. Thus,
they use social networks as the main source of information, resulting in young people more
focused on thinking and believing in issues arising from manipulated information. News posted
on social networks and messaging apps have a low level of reliability [10], mainly caused by the
lack of a Fake News editorial board and filtering or nonexistence. Still, Fake News can reach an
audience that “...wants to believe them, consumes them even if they suspect them, because they

want to see their ideology and prejudices confirmed ...” [5]. A recent report by the Jumpshot
Tech Blog showed that Facebook referrals represented 50% of total fake news site traffic and
20% of total trusted site traffic2. According to [13], Facebook and Google are trying to solve
the Fake News problem as they receive strong criticism for not using a tool that could prevent
the spread of fake news.

The challenges of fake news not only received huge public attention but also attracted
growing attention from the academic community. One of the main goals of researchers is to
detect these types of news in an attempt to minimize negative results. Thus, several works in
the academic and commercial areas are looking for automatic mechanisms to recognize Fake
News among a set of real news on the Internet and in the social media.

In this context, this paper presents AuFa, a solution to automatic detect and classify Fake
News using neural networks. The purpose of this solution is to recognize the existing patterns
between real and false news and thus classify the texts into TRUE or FAKENEWS, returning
to their respective odds between 0% and 100%. The news used for the training and testing
of this application was extracted from the kaggle repository3, which consisting of 20.800 news
related to various subjects. In addition, it is intended to increase this number of news by
searching other databases available on the web.

This proposal can influence the impact of false news in the world and serve as a model for
other professionals in the field. The mechanism of detection of this news is not limited to the
linguistic characteristics found in the texts. The results can assist either in developing new
tools that help combat fake news or in any other area involving machine learning.

2 Related Works

Marumo [8] has proposed a deep learning for fake news classification by text summarization.
A database of true and false news is used, and the news patterns are analyzed using the
preprocessing techniques: Summary and Word2Vec. The purpose of this paper was to present
a model capable of classifying texts between fake news and real news, using Deep Learning and
Traditional Machine Learning. He used the algorithms Long Short-Term Memory, Random
Forest and Support Vector Machine. From the obtained results, the experiments with Long
Short-Term Memory returned the highest accuracy, with the value of 79.3% of correct answers.

With regard to the topic of fake news and the application of Machine Learning, the authors
of Monteiro [9] proposed the development of a system for classifying fake news with news texts
in Portuguese. This work used machine learning methods to discover, classify and store fake
news texts, for later application. Extract Transform Load ETL step are software tools whose
function is to extract data from various systems and apply to a Data warehouse. For this,
a dataset was created and the Logistic Regression, Naive Bayes and Support Vector Machine
(SVM) methods were evaluated. After performing the tests, the Logistic Regression, Naive
Bayes and SVM algorithms obtained accuracy of 90.33%, 89.27% and 90.52% hits respectively.

2https://www.jumpshot.com/data-facebooks-fake-news-problem/
3https://www.kaggle.com/c/fake-news/data

2
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AuFa Vińıcius Nunes, Reinaldo Braga

The objective of Leal [6] work was to study and implement fake news classification and
identification techniques for the 2018 presidential election. Machine learning, data mining and
textual algorithms were used in the implementation. The dataset was built using data collected
on the social network Twitter, in order to obtain messages and news regarding presidential
election candidates. After training and testing the algorithms, the results reached an accuracy
of 90% of correct answers.

The work [11] presents an application web called FakeCheck that demonstrates the results
obtained in the project Automatic Detection of False News for Portuguese, funded by CNPq’s

Institutional Program for Scientific Initiation Scholarships (PIBIC ) and by CAPES. The project
aims to study methods for the automatic detection of false news using Natural Language Pro-
cessing (NLP) and Machine Learning (ML). When receiving text, the system applies methods
to extract linguistic attributes from that text and uses them in a machine learning model that
classifies the news as true or false. Attributes extracted from the text are applied to a Support
Vector Machine classifier, which automatically infers the news class (true or false). In the tests
performed, in a controlled test environment, the system obtained about 89% accuracy (overall
accuracy).

The work of Castelo [2] deals with a study to detect fake news recorded on the web. They
propose a new detection approach that uses topic-independent features has been applied. To the
work, a new database was created from the selection of Politifact, BuzzFeed and OpenSources.co
sites such as unreliable news sites and 242 most visited news sites, the top 500 Alexa news sites as
trusted sites. The algorithms used were Support Vector Machine (SVM), K-Nearest Neighbors
(KNN) and Random Forest (RF). All morphological, psychological and word count resources
were extracted from the database and applied to cross validation with the metric precision of
performance to increment the algorithm, after the tests they obtained a maximum accuracy of
86%. They found that from this approach, a rating was more accurate with cross-domain news,
outperforming content-based approaches.

The differential of AuFa in relation to the presented works: (I) its database fed is daily
with new news, which allows the algorithm to be more effective in detecting false news; (II)
the detection of this news is not limited to the linguistic characteristics found in the texts.
Classification occurs by analyzing the news content, making it necessary to use the Web Scraping
feature. These resources together provide support for the purpose of this work.

3 Proposal

The objective of this work is to develop an intelligent neural network based solution to detect
false news, proposing a model according to Figure 1, divided into 3 phases: Classification, Web
and Database. The idea is to provide the user with the possibility to know if a news story is
real or false information.

The classification layer according to the model proposed in Figure 1, the user enters a news
item in the system, this news goes through a preprocessing, where text is cleared, removing
special characters that do not add useful information, as well as double spaces, line breaks, and
StopWords such as: a, to, from, one, and others. Then all the text is turned lowercase so that
all news follows a pattern.

With the preprocessed data, vectoring is performed where the data is converted to nu-
meric values so that the algorithm can interpret this data and then return the class TRUE or
FAKENEWS of the entered text. If the probability of classification is less than 90%, a web
search is performed, entering the second layer of the application.

The second layer is responsible for performing a web search on the respective topic of the

3
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Figure 1: AuFa Activity Diagram.

news informed by the user at the beginning of the application. The search that will be carried
out closely resembles plagiarism detectors, which scan the text and look for similar results on
the web. Likewise, this search will go through the sites considered reliable using a similarity
grouping technique, which is widely used in search engine algorithms. With the grouped texts,
we will use the Web Scraping technique that is able to extract data from a website. This
extracted data will be stored in a database thus entering the third layer.

The database layer will be responsible for storing the news returned by the Web layer; this
data will initially be stored in a text file for easy manipulation. With the saved data, the
preprocessing and vectoring procedures of the new stored texts are applied. After that, the
MLPClassifier algorithm will be retrained and thus will return the proper rating TRUE or
FAKENEWS of the initial news reported by the user.

3.1 Dataset

The database chosen to train and test the algorithm was the dataset ”Fake News - Build a system
to identify unreliable news”, this dataset was obtained in the kaggle repository4, developed by
UTK Machine Learning Club and all data is in English. This dataset was divided into id, title,
author, text, and label. Id is a unique ID for each of the news, the title is the title of the news,
the author is the author responsible for the news, and the text is the news itself and, finally
the label that is the class that marks potentially reliable or unreliable news.

This dataset has 20,800 news on various subjects, but 39 of this news has null fields and,
therefore, are discarded. Of the remaining 20761, 10374 is reliable news and 10387 are unreliable
news, as shown in Table 1. The news is already sorted with their respective classes: 0 to reliable
and 1 for unreliable. This large amount of data contributes greatly to the evaluation process of
an algorithm, and the fact that the news is balanced helps prevent problems in the process of
training algorithms in the Area of AI (Artificial Intelligence). For these reasons, this dataset

4https://www.kaggle.com/c/fake-news
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was chosen for use in this proposal.

Dataset

Real News 10374
Fake News 10387
Null 39
Total News 20800

Table 1: Dataset news.

After some testing it was possible to extract statistics from the samples contained in the
dataset, as shown in Table 2. The data show that true news presents a greater number of words
and sentences compared to Fake news.

FakeNews True

Average words per news 1950 2608
Average sentences per news 14.10 21.07

Table 2: Sample Information.

Additional information on how data was collected, from which sources and how these data
were obtained, are not provided in the repository available for download of the dataset.

3.2 Experiments and Tests

To perform the experiments, a database available on the kaggle site is used, as explained in
the section 3.1. After data collection, preprocessing is initiated using the Pandas and NLTK
(Natural Language Toolkit) libraries of the Python programming language, in order to eliminate
null fields, clean up data that was “dirty” (special characters that do not contribute to the
algorithm learning), remove StopWords and standardize the text to lowercase.

The measurement metric used is made up of four classifications, as shown below:

• True Positive (TP): All data from the positive class that has been sorted correctly.

• True negative (TN): All negative class data that has been sorted correctly.

• False Positive (FP): All data that was from the negative class and was classified as positive.

• False Negative (FN): All data that was from the positive class and was classified as
negative.

To evaluate the results obtained, the accuracy, precision, recall and F-measurement (F1)
metrics are used. Their formulas are in the following equations:

accuracy = (TP + FN)/Total

precision = TP/(TP + FP )

Recall = TP/(TP + FN)

F1 = 2 ∗ (precision ∗Recall)/(precision+Recall)

5
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Accuracy is a general assessment of hits, making a relationship to the total instances of the
dataset. Precision is an assessment between hits in relation to the sum of hits and misses. The
recall is about how often you rate the classifier correctly, that is, the number of correct results
divided by the number of results that should have been submitted. The F-measurement (F1)
is the combination of precision and recall in a uniformly weighted measurement, which is the
harmonic mean of the two, that is, square of the geometric mean divided by the arithmetic
mean.

With the clean and preprocessed dataset, the testing phase of the algorithms begins, where
NaiveBayes, SGDClassifier, SVM (Support Vector Machines) and MLPClassifier (Multilayer
Perceptron) are tested. Among the tested algorithms, the one that has presented the most
satisfactory accuracy, precision, recall and F-measurement (F1) was the MLPClassifier. The
values obtained are presented in detail in the section 4, corresponding to the results.

Figure 2: Flow for algorithm evaluation.

The normalized baseline data were divided into 75% for training and 25% for testing, as
shown in Figure 2, as it is a widely used form in the literature. However, this division will
depend greatly on the amount of data in the dataset and the way it is evaluated. Since the
classifier “only understands numbers”, you must convert raw data, which is in text format, to
a numeric format. This must happen before passing the data to the classifier. In addition,
it should be noted that some words in the training phase would be more frequent, such as
prepositions and articles. These words tend to recur in all documents and do not usually carry
very significant information for classification. With that in mind, the TF-IDF (term-inverse
frequency of documents) measure is used to limit the importance of these words that repeat
throughout documents so that they do not cause more influence than necessary.

6
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Then the vectorized training data is submitted to the MLPClassifier algorithm, this training
is inserted in the supervised machine learning context, where each data sample used has a label
informing which classification it fits. Thus, the general idea is to make the network learn the
standards for each class type, so when new news is provided to the network, the algorithm will
be able to establish to which class the news belongs. After training, the model is subjected to
test data so that its accuracy, precision, recall and F-measurement (F1) can be analyzed.

4 Results

Initially a comparison was made between the Naive Bayes, SGDClassifier, SVM and MLP-
Classifier algorithms so that the algorithm that best suited the data could be chosen, their
specifications and documentation can be found in Scikit-Learn5. For testing, the Fake News
dataset obtained from kaggle6 was divided into 75% for training and 25% for testing, which
correspond respectively to 15.570 news for training and 5.191 test news. With the divided
dataset, the training news was applied to each algorithm, which after being trained generated
their models that were submitted to the test data to be evaluated. After that, we used the
confusion matrix, which is a table that shows the classification frequencies for each class of the
model, which helps in the algorithm evaluation process. With the confusion matrix, it is possi-
ble to take the data returned from the algorithms and thus calculate their respective: accuracy,
precision, recall and F-measurement (F1). The results obtained from each algorithm are found
in Table 3.

Table 3: Algorithm Metrics.

The Naive Bayes algorithm, although a good text classification algorithm, was the least
successful in the classification, because Naive Bayes does not take into account the correlation
between the factors present in the text.

The SGDClassifier and Support Vector Machines (SVM) algorithms have obtained similar
results, since SGDClassifier is a linear classifier that uses the Stochastic Descending Gradient
as a training method, which resembles the SVM estimator.

MLPClassifier as seen in Table 3 obtained the best results in the testing process, due to its
universal approach capability and its flexibility to form quality solutions for a wide range of
attributes of the same algorithm of learning. Seen as artificial neural networks, they have been
successfully applied to the most diverse problems.

The Web layer shown in Figure 1, which is responsible for the related news search process,
is still in the search process to develop the best way to search the news on the web. Thus, the
expected results for this layer are related to the search for news by similarity, being able to return
the most similar news and thus add knowledge to the algorithm, improving the classification
process.

5https://scikit-learn.org/stable/index.html
6https://www.kaggle.com/c/fake-news
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5 Conclusion

The need to combat Fake News and its consequences in society, influencing people’s thinking
and decision-making, were the initial cause for the development of this work so that it could
detect and combat these types of news. Several studies are being conducted and numerous
technologies are being introduced to deal with the fake news. However, readers need to look
for reliable sources and distinguish between real and false news.

In this study, the proposed solution was to use the Multi-layer Perceptron (MLP) neural
network algorithm that obtained satisfactory results as seen in the results section, to create a
model that was able to learn the patterns of preprocessed texts and for detect false news.

As future work is expected to improve the accuracy, precision of the MLPClassifier algo-
rithm, start the process of implementing layer 2 of the model proposed in Figure 1 to search
and group related news for dynamism. In learning from the algorithm, increase the database
with more fake and true news texts and finally apply the idea of AuFa in some software so that
the end user can use it.
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Abstract

In the past few years, the number of wireless connected devices has increased to a num-
ber that could reach billions in the next few years. While cloud computing is being seen
as the solution to process this data, security challenges could not be addressed solely with
this technology. Blockchain is the technology that underpins Bitcoin, it introduces man-
ners to provide a fully autonomous secure system, by using smart contracts. Multi-layer
BC is a very powerful solution to overcome many IoT challenges. This paper illustrates
how Blockchain works, what are the IoT challenges, and how it can be integrated with
Blockchain. We proposed in this work a multi-layer IoT/blockchain based architecture
customized and designed to be used in the medical field. With this information inter-
act many parties including the doctors, health service providers, insurance companies and
pharmacies. The ultimate goal being to solve the problem of scalability and performance.

1 Introduction

Data generated from IoT devices is increasing dramatically. One of the most interesting appli-
cations of IoT is e-health or intelligent medical care. Medical data generated by IoT devices
is critical and sensitive to any unauthorized access. This data should be protected carefully
because it is directly related to patient’s life. Security concerns are more accentuated in the
medical field and need a special attention especially when this field embraces IoT.
In parallel to the advancement in the e-health domain, a new technology that was conceived first
to secure financial transactions of the famous cryptocurrency bitcoin, was and still developing
to find its applications in many domains including the medical field. Blockchain technology is
a peer-to-peer technology that provides a global consensus and assures that no one can alter or
change previously validated transactions. Blockchain is a very good solution for security but
it still suffer from some problems especially when used by IoT devices. In this case, arise mul-
tiple problems such as scalability, complexity and architectural based problems. In this work,
we aim to build an intelligent medical system in which all partners interact in an IoT/Cloud
environment with protocols for communication, management and sharing of private data using
blockchain technology. We aim mainly to solve the problems related to the integration between
IoT and blockchain.
The remaining of this paper is organized as follow: section 2 contains some preliminaries to
understand the topic and section 3 contains a discussion of the related work. In section 4
we present our design and solution for a new architecture integrating blockchain and IoT and
in section 5 we discuss this architecture and explain how it works in different medical data
exchange scenarios. Finally, section 6 concludes the paper and gives some perspectives.
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2 Preliminaries and Definitions

2.1 What is Blockchain?

Blockchain is an information technology that allows transactions to be verified by a group of
unreliable actors. It provides a distributed, immutable, transparent, secure and auditable ledger
[1. This is mainly a distributed database of all transactions or digital events that have been
executed and shared among participating parties. Once entered in the blockchain, information
can never be modified or erased. The blockchain contains a certain and verifiable record of every
single transaction ever made [2]. In a blockchain network, whenever a new transaction (record)
is created, a new block is automatically generated stating the date and the time (known as a
“timestamp”) when the record was entered in the block. Each new block is automatically linked
to its previous block, all the way to the originating block, using the previous block’s “Hash”.
Every time a new block is created, it is broadcasted in real-time to all connected computers
that participate in the blockchain network. These computers are known as “nodes”. While
creating a new block, the node uses its own Private Encryption (Crypto) Key and the Public
Crypto Key of the receiving node that is also a node in the network. Without its Private Key,
no node can create a new block [3]. When we talk about information security, blockchain can
be majorly divided into two parts: hashing and digital signatures [4].

2.2 Smart Contracts

A smart contract is a computer program that directly controls the transfer of digital infor-
mation or assets between parties under certain conditions[5]. Blockchain is ideal for storing
smart contracts because of the technology’s security and immutability. Smart contract data is
encrypted on a shared ledger, making it impossible to lose the information stored in the blocks.

2.3 Multi-layer Blockchain

Multi-layer blockchain can combine the benefits of blockchain and IoT and gives a solution for
all the problems that cannot be solved by using one technology alone. By combining these two
technologies, multi-layer blockchain gives a next-generation platform for IoT devices that are
based on the blockchain technology. This is a multi-layered architecture, the main advantage
of this architecture is to solve the problems faced by current blockchains mainly the lack of
scalability. The IoT devices could be the nodes in the private blockchains, some of them are
also part of the next layer public blockchain. We will base our proposed architecture on this
main idea.

2.4 Mining

Mining is the concept of validating a block, it varies between different types of blockchain.
What’s important to know is the fact that a lot of computational power is needed for becoming a
”Miner”. Miners are usually rewarded, and mining might affect the whole system’s performance.

3 Review of Literature

We start our discussion by the work done in [1] where we find three types of integration:
IoT- IoT: This approach could be the fastest one in terms of latency, and security since it can
work offline. This approach is also applicable in scenarios involving only IoT devices.
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IoT- Blockchain: In this approach, all the interactions go through blockchain, enabling an
immutable record of interactions. Nevertheless, recording all the interactions in blockchain
would involve an increase in bandwidth, which is one of the challenges.
Hybrid approach: Where only part of the interactions and data take place in the blockchain
and the rest are directly shared between the IoT devices. In this approach fog/cloud computing
[7] could come into play to complement the limitations of blockchain and IoT.
The last approach, may be a good candidate for our solution, the challenge posed by this ap-
proach is to optimize the split between the interactions that occur in real-time and the ones
that go through the blockchain.

If we want to move to the architectures and models, authors in [8] speak about the Cloud
Storage, Overlay network, etc. So, instead of saving the IoT data over blockchain, we use
cloud storage servers to save the patient data. The cloud storage groups user’s data in identical
blocks associated with a unique block number. These clouds are connected to overlay networks,
once the data stored in a block, the cloud server sends the hash of the data blocks to the
overlay network. According to [9] and [10], the design consists of three core tiers that are smart
home, cloud storage, and overlay network. Smart devices are located inside the smart home
tier and are centrally managed by a miner. Smart homes constitute an overlay network along
with Service Providers (SP), cloud storage, and users’ smartphones. All transaction to or from
the smart home are stored in a local private BC. Smart home miner is a device that centrally
processes incoming and outgoing transactions to and from the smart home.

Furthermore, the architecture is more clarified in [11], where there is also three layers:
device, fog, and cloud. At the edge of the network, the device layer is used to monitor the
various public infrastructure environments and sends the filtered data that is consumed locally
to the fog layer and uses the request services.
Most importantly, the authors of [12] make a full architecture that consists of three tiers: Tier
1 contains the constrained and unconstrained nodes (devices - sensors) and patient (gateway -
aggregator), Tier 2 groups N Authorities (hospitals – labs – medical Insurance organization –
medical research institute . . . ) and Tier 3 for the EHRs cloud providers (cloud storage servers
for EHRs records).
Based on this study, and in order to meet the objective of our research, we will adopt the hybrid
approach for IoT – blockchain integration with cloud storage of patients’ data. A multi-layer
blockchain is also a good candidate to alleviate the scalability problem. We think that not
all IoT generated data in real time should be stored in the public blockchain, so a private
blockchain for home related sensory data of the patient is a good solution, periodical report
generated from the gateway could be stored in the public blockchain of a higher layer. A three-
tier architecture is a good architecture for the system we will propose in the next section. This
system will be mainly based on the solution proposed in [13] within the same research project.

4 The Proposed Three-Tier Blockchain Architecture

4.1 Baseline Solution/Design

Recently, members of the research project we are working on already proposed a basic archi-
tecture to secure medical data using blockchain [13], [14]. They proposed a communication
protocol between nodes based on publish/subscribe model which is a model used specifically by
IoT devices. They also propose an access control and management scheme based on the use of
smart contracts, they define multiple smart contracts for publishers of IoT data, subscribers to
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Figure 1: Integration of Blockchain with IoT, the three-layer architecture

that data and access permission done by the data owners. These smart contracts when executed
define who can access to any generated data from any IoT device. Because IoT devices have
capacity limitations, an off-chain storage was adopted to store the private data. Therefore, data
is stored in distributed storage and hash of the data location is stored in the blockchain.
The proposed solution is a one-layer blockchain solution, which suffers from scalability limita-
tions. In addition, IoT devices are data generators only and could not be considered as nodes
in the blockchain making the integration of blockchain in the IoT very poor. We think that it
is necessary to leverage this solution toward a better integration and better performance.

4.2 System Architecture

The system architecture is composed of three layers as shown in figure 1

Layer 1: This is the layer related to the “patient”; it includes all the IoT nodes gathering
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information from a specific patient; medical information or any other type of information de-
scribing his environment. A main node in this blockchain is a powerful computer that will act
as a gateway to higher layer blockchain. Note that each patient will have its proper blockchain.
Layer 2: This is the core layer or the “authorities” layer; it contains representative nodes for
all interacting parties in the medical field who have interest in the data related to patients such
as hospitals, medical centers, labs, etc. The gateways in the first layer are also members of this
blockchain.
Layer 3: This is the higher layer or the “cloud provider” layer. In fact, IoT devices are in
general completed by processing and storage capacities in the cloud. A blockchain at the cloud
level is necessary to control the interaction between cloud providers in order to grant access for
patient’s data to each others wherever it is located.

To understand how the system will work, we recall that we are using the publisher/sub-
scriber’s model described in [13], smart contracts for access management and off-chain database
for storage. In the core blockchain (layer 2), and based on the description of the access man-
agement in [13] we consider that:

◦Gateways: are the publishers that generate all the data related to a certain patient (medical
data). Publishers specify who can access and who has the permission to read/write/modify its
data in the cloud (using smart contracts).

◦Authorities: are the subscribers that are able to access the data of the publishers in the
cloud. They also have the right to write and modify data according to the access rules specified
by the publishers.
In the lowest layer, we propose to use private blockchain. In this platform, there is only one
miner, which is the gateway in our case. Moreover, all IoT devices are generating data so the
gateway pre-processes this data and generates records to higher layers. Hence, the gateway
replaces all the IoT devices and acts like a publisher of the data generated from these devices.

4.3 Workflow in Different Scenarios

4.3.1 Scenario 1: The gateway collects IoT data and generates a new record

In this scenario, the entire network will be active. In the private BC (BlockChain), the sensors
and their gateway are the nodes, so the miner is the gateway because it is the most power-
ful node in its private blockchain. Every device has to authenticate with the network before
starting to send data by using public and private keys. These two keys are specific to each
device. The gateway saves all the keys in its local storage to easily recognize any device that
authenticates with it.
With every private blockchain, there might be a local storage. Note that only filtered, pro-
cessed and abnormal data that reflects critical situations should be stored in the cloud. After
completing the registration, the device starts creating a new block. This block, once validated
by the gateway will be added to the patient’s private BC (Figure 2). All the data collected
is saved in the off-chain database (at the gateway local storage). The gateway processes the
data and creates periodically medical records. However, the gateway has to be registered in the
remaining two layers’ blockchains: layer 2 to communicate with different types of authorities,
and layer 3 to save some periodic records and the emergency data. All information in the next
steps only concern the periodic/emergency records.

In the layer 2 blockchain, we have mainly the interactions between the patients and different
types of authorities; we may also have interactions between the authorities themselves. Here we
have the Proof of Work (POW) [15], and the Proof of Stake (PoS) to validate any transaction
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Figure 2: The gateway collects data from a device

based on the previous ones. This means that there should be many miners to mine the blocks
and validate them. After the registration, the gateway creates a new block in the public BC
(Ethereum is a good choice), to tell the concerned authorities (healthcare specialists who care
of this patient) that there is newly created data (Figure 3). The gateway saves the record in the
cloud layer, meanwhile the cloud produces (creates) a block to note that new data is created.

4.3.2 Scenario 2: Gateway/Authority Want to Access Patient’s Medical Record

In this scenario, the records containing patient’s data have already been stored in the patient’s
cloud provider. The gateway/authorities that have permission need to access a record that has
already been stored. The main work is concentrated in layer 3 when all cloud providers are
linked, using public blockchain. The control of access and permission is done by using the cloud
contract. The patient has a direct access to the data in the cloud by using its account; it is
simply the data owner. When it stores the record, the cloud gives back the ID of this record.
Using this ID, the patient can access this record. The cloud creates then a transaction to note
that the patient has accessed the record of that ID on this date. The authority sends its ID
to the appropriate cloud and waits for the ACK. The ACK in this case is the result of finding
that the authority’s ID is one of the allowed IDs of the list in the cloud’s contract.

4.3.3 Scenario 3: Patient Visits and Interact with an Authority

A new block is added to the layer 2 BC when a patient visits an authority. Consequently, the
same block will be added to all authorities and a related block will be added to the cloud’s
provider blockchain. When the patient finishes its visit, the authority adds a new block to the
public BC that includes the ID of the authority, the ID of the patient and some information
about the data stored in the off-chain storage of this authority (this data might be medical or
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Figure 3: Gateway adds new block to the ledger of BC in layer 2

administrative). The visited authority creates in the cloud’s blockchain a block to note that
the patient of this ID has visited the appropriate authority. It even notes the place where the
data had been stored.

5 Conclusion and Future Works

In this work, we proposed a new distributed blockchain cloud architecture model to meet the
design principles required to efficiently manage the raw data streams produced by numerous
IoT devices. We were able to verify the possibility of using blockchain technology with IoT
and vertical applications, by proposing, implementing and testing a multi-layer structure. The
proposed architecture was designed to support high availability, real-time data delivery, high
scalability, security, resiliency, and low latency.
To complete this work, multiple performance tests regarding mining time, difficulty variation,
and blockchain size should be achieved which will help further enhancements in this domain.
Finally, what is important for the future of this technology, and this proposal, in particular, is
to implement this architecture in a real system, and continue to evaluate the performances.
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Abstract

Health information systems (HIS) are constantly evolving in both complexity and data
volume. Nevertheless, not every HIS share the same data standard or are otherwise able
to communicate with one another. The need for communication among these systems has
resulted in a worldwide effort to develop interoperability standards for healthcare systems.
Brazil also has adopted measures to foster interoperability in public health services, no-
tably with the issue of the ordinance 2.073 of August 31, 2011 by the Ministry of Health,
which regulates the adoption of international standards. This article presents an anal-
ysis of the different types of interoperability in public health systems, using GISSA, an
intelligent system to support decision making in maternal and child health, to showcase
them. A prototype was implemented that addresses the problem of interoperability from
a structural viewpoint, by aggregating new services to the GISSA legacy version and also
from a semantic viewpoint, by enabling the coexistence, in one system, of the two main
electronic health record standards, i.e, FHIR and OpenEHR.

1 Introduction

In the health sector, medical entities generate a dense volume of information on a daily basis
in diverse formats. One of the priorities highlighted by these entities is directly linked to
the integration of these ISs with their partners, ensuring the exchange of information. This
integration of ISs is a fundamental feature of the concept of systems interoperability, object of
this work. The complexity of medical activity requires interoperable health information systems
(HIS), a worldwide trend. Countries such as Canada, France, the United Kingdom, the United
States, Australia, New Zealand, among others, are taking measures to enable interoperability
in public services.

This paper analyzes the types of interoperability in public health systems. In addition to
the interoperability stratification, an architecture that solves interoperability problems in the
aggregation of new services in legacy health systems is presented. As proof of concept for the
architecture presented the framework GISSA (Intelligent Governance in Health System) was
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used, an intelligent decision-making system in maternal and child health. The types of inter-
operability addressed in GISSA permeate the semantic levels, Health Information Standards,
and aggregation of new services.

This paper’s organization is presented hereafter. Section two presents related works that
use HIS and interoperability concepts. Section three describes theoretical Foundation about
interoperability and GISSA. Section four addresses the main contribution of this article: The
health system interoperability classification and identification. Finally, section five presents the
conclusion of this paper.

2 Related Works

In [3], a research is described whose purpose is to deepen the identified issues that are related
to the problem of semantic interoperability on the patient information record in the openEHR
standard. The results express that the use of specific tools may be relevant in the search for
semantic interoperability between systems and that the informality in the definition of the terms
that will be used in information system vocabularies can prevent a clear understanding of the
desired meaning. The architecture proposed by [1] enabled the creation of a software called
SmartBeat, whose purpose was the development and evaluation of an intelligent system for
the management of heart failure in senior people. The results ensure interoperability between
the SmartBeat system and the e-Prescription (software service for electronic prescription). In
[4], an architecture for developing a SOA-based EHR system is described, taking into account
interoperability between legacy systems. The results indicate that in the literature there is a
deficiency precisely in the definition of an interoperable architecture for specific systems, and a
deployment architecture was defined.

3 Theoretical Foundation

3.1 Interoperability

In Computer Science, interoperability is the ability of a system to share, communicate, and
exchange applications and information with other systems that have disparate structures and
data[8]. For [2], interoperability is defined as the quality capable of making one system or process
use the information and / or functions of another system or process by adhering to common
standards. In [6] ’s view, interoperability is understood as a continuous process centered on
ensuring that systems or processes exchange information.

3.2 GISSA

The GISSA project is a framework that emerged from the LARIISA platform [7]. It is an
intelligent governance system to support decision-making in health environments, focusing on
the Ministry of Health’s Cegonha Network project, whose goal is to preserve the health of both
mother and child, especially in the early years [5], being supported by Studies and Projects
Funding. The GISSA framework is made up of a series of components that make it possible
to collect, integrate and view information relevant to decision-making procedures [9].Figure 1
shows the GISSA architecture.

2
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Figure 1: Gissa Architecture

4 GISSA interoperability

As stated in the Introduction, this paper analyzes the types of interoperability in public health
systems, stratifying these types into independent models, highlighting semantic aspects, stan-
dardized Electronic Health Records (RES) and aggregating new services in legacy health sys-
tems, GISSA semantic interoperability,GISSA RES interoperability and GISSA In-

teroperability in aggregating new services.

4.1 GISSA semantic interoperability

The ontological view of GISSA it is a portal where ontologies and data are interconnected
to face application development challenges, where there is a need to semantically integrate
heterogeneous data sources. As it stands, the portal publishes two SUS databases available on
the GISSA platform.

4.2 GISSA RES interoperability

Is being implemented a gateway and a Hub capable of integrating the multiple existing systems
in the public and private health sectors allows. despite the different data formats using micro-
services technology is being implemented for interoperability between systems with different
standards, such as FHIR and OpenEHR. Structurally, this architecture comprises the Richard-
son Maturity Model, reaching the four implementation levels of an API RESTful, HATEOAS.

4.3 GISSA Interoperability in aggregating new services

Interoperability in GISSA happens through an abstraction layer that integrates types of data
and services, enabling communication between the systems involved. The identification of
interoperability is based on the application of the concepts presented in the Interoperability
(technical, semantic, organizational, political and human, inter-community, legal and interna-
tional). Figure 2 shows the interoperable architecture for aggregating new services.

3
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Figure 2: Interoperable Architecture for aggregating new services

5 Conclusion

Adding new services in legacy environments is not always an easy task, especially if the im-
plemented system is not well documented. Although the GISSA framework was used as proof
of concept of the proposed interoperability in the aggregation of new services, the study and
analisys done in this paper can be used in other similar environments. In addition, the proposed
architecture allows dealing with different levels of information, offering a layer of abstraction
in which new data can be integrated. In the Gissa, interoprability was identified at the ser-
vice aggregation level, health information representation standard (FHIR and OpenHER) and
ontology.
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Abstract 

The recent adoption of connected objects in the health sector raises the question of security of personal data that are 

collected and transmitted by these objects. Actually, cybercriminals show an increasing interest in stealing and reselling 

personal data thanks to the illegal revenue they can benefit from. To evaluate the security measures implemented by 

these objects, we have conducted penetration tests (pentests) on healthcare IoT devices targeting the mobile application 

designed for the connected objects and the network communications between the connected object and the smartphone 

of heath professionals. The goal of this work in progress paper is to present the preliminary results of the pentests 

related specifically to network attacks. 

1 Introduction 

The tremendous expansion of the number of connected objects is spreading to more and more sectors today. The 

medical sector is no exception, the adoption of connected objects is growing. Although the benefit they bring to doctors, 

nurses and healthcare staff is the primary motivation for their success, we believe that the protection of the personal 

data they contain is the first characteristic that should be taken into account when they are purchased. A computer 

attack on these objects could lead to a disclosure of data of patients and hospital staff, the encryption of these same 

data for financial purposes (ransomware), or their alterations / modifications in a criminal purpose. 

International regulations for the manufacturing, marketing and use of health appliances mean that manufacturers 

must comply with a certain number of standards. The results of the pentests presented in this work in progress paper 

concerns healthcare IoT devices that are compliant with the standards requirements of the medical sector [1]. 

This paper presents the results of pentests carried out on a medical IoT device that measures the body composition 

by bioelectrical impedance. In order to establish a protocol of experimentation, we started from the following postulate: 

Computer security is defined by adding protections on various levels, namely confidentiality, integrity and 

availability of processed data. It is therefore enough for only one of these protections to be breakable in order to 

question the notion of computer security. We will present two types of network attacks that undermine the 

confidentiality and integrity of personal data. All of these attacks belong, as we will see in the next section, to a new 

type of cyberattacks specific to the medical sector named MEDJACK [2]. 

The rest of the paper is organized as follows. Section 2 gives an overview about the MEDJACK attack; Section 3 

describes the pentests results regarding network attacks targeting Wi-Fi and BLE protocols; and, finally, Section 4 

concludes this paper and gives an overview about future works.  

2 MEDJAK Cyberattack 

In 2015, a new kind of cyberattack, called MEDJACK, has been identified by the company TrapX [2]. MEDJAK 

targets healthcare IoT devices to compromise the information system of a hospital, clinic, laboratory or any other 

infrastructure that deals with health data. Actually, in this kind of infrastructures, healthcare IoT devices are considered 

as the weak points of the defence system and the most exploited gateways in the attacks targeting the information 
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system of the medical sector. Cybercriminals target specifically healthcare IoT devices because of the restricted 

processing power of this kind of devices. The methodology of a MEDJACK attack follows the following steps: 

1. Step 1: The cybercriminal tries to gather as much information as possible on the targeted healthcare IoT 

devices in order to adapt his attack parameters. 

2. Step 2: The cybercriminal attacks the targeted healthcare IoT device to gain access to the hospital network 

through the device. 

3. Step 3: Being inside the hospital network, the cybercriminal starts a new recognition and identification phase 

to find the potential machines to attack.   

4. Step 4: After finding a location where sensitive data are stored, such as personal health related or financial 

data, the cybercriminal extracts this and send them to an external server before deleting all the intrusion traces. 

 

In this work in progress paper we will focus specifically on Step 2 that aims to compromise the healthcare IoT 

device. 

3 Pentests Results   

We now present our pentests results carried out on a specific IoT device that measures the body composition by 

bioelectrical impedance and use both WI-FI and Bluetooth (BLE version) network protocols. Due to the widespread 

use of these two protocols, our pentests are representative for a wide class of healthcare and medical IoT devices. 

For the pentests, we used: 1) specific Wi-Fi card to inject network packets [3], 2) an Android smartphone to simulate 

the victim and 3) two machines, running on Debian OS, to attack the IoT device and the Smartphone.  

To conduct the pentests, we have followed the usual methodology. We have first scanned the network protocols to 

identify the vulnerabilities and to collect some useful information (such as the security level, if communications were 

encrypted, etc…). Then, depending on the results, either we exploited the vulnerabilities or we analyzed more deeply 

the security implementation and in the context of this work we have done a code analysis to identify other weak points 

(i.e. No class defined for SSL certificate check) to select the right attack. 

3.1 Network Attacks on Wi-Fi Protocol   

To identify quickly the potential vulnerabilities of the Wi-Fi protocol, we used the vulnerability scanner Drozer 

[4]. The first results indicated that there was no vulnerability that can be exploited with network injection attacks. In 

addition, we have seen that the HTTPS protocol is systematically used, which means that the network should be well 

protected. Therefore, we analyzed the mobile application code, particularly the Java class managing the authentication, 

where we have identified a recurrent problem related to the implementation of HTTPS. We have noticed that there 

were no classes related to the creation or verification of SSL certificates [5]. Finally, we isolated the function managing 

the sending of the connection credentials to the server. The third code line, see Figure 1, of this function confirms our 

intuition regarding a bad implementation of the HTTPS protocol. HttpsURLConnection object should have been used 

instead of HttpClient and HttpPost objects [6]. We have then decided to launch the MITM (Man in the Middle) attack 

[7] to intercept and modify data. 

3.1.2 The MITM attack  

The goal of the MITM attack that we have launched was to intercept the data exchanged between the smartphone and 

the server (where are stored the medical data collected from the IoT health device) when the victim connects to a web 

site in order to access to the medical data and after being authenticated. Theoretically, this kind of attacks has no chance 

of success against HTTPS.  Actually, even if a cybercriminal gains a MITM position [7], she/he will intercept encrypted 

data, which will be useless. In practice, since 2009 [8], cybercriminal could bypass HTTPS protections and access to 

unencrypted data that can then be intercepted, modified or replayed.  

Figure 1. Function managing mobile application authentication to the server  
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The only prerequisite to be able to launch a MITM attack is, for the cybercriminals, to be on the same network as their 

victim. To this end, usually they deploy a rogue access point [9] (i.e. an access point similar to the one used by the 

victim) and force the victim to use it by transmitting a stronger signal than the legitimate.  

To launch the MITM attack, we have first used the attack framework Bettercap [10]. Then, we have simulated the 

connection between the victim’s smartphone and the server. We have succeeded to intercept data that are not encrypted, 

although the communication is supposed to be protected by SSL. Thanks to this attack, we could obtain the victim’s 
credentials and connect to the web page without any security warning. Through this attack we came to the conclusion 

that the confidentiality of medical data is not ensured.  

After testing the confidentiality of data, we checked the integrity property. In this context, we decided to modify the 

value of the user password. The modification of the password on the fly was successful without the user’s knowledge. 

3.2 Network Attacks on BLE Protocol     

To pentest the BLE protocol we have focused on attacking the GATT layer of the protocols stack [12] where the 

personal medical data (such as the blood pressure of a patient) are stored. Actually, the GATT layer has a set of 

Services, where each service contains Characteristics that are described in Descriptors and have specific Values (which 

corresponds to the medical data stored). The goal of our pentests was to obtain the medical data stored in these latters. 

Therefore, we had first to spoof the MAC address of the victim’s smartphone using the BLE scanner Hcitool tool [12]. 

Then, using the GATT attributes modification tool GATTTool [12], we could gain access to the IoT device, pretending 

to be the legitimate smartphone, and obtain the list of Values (that were displayed on the attacking machines). This 

confirms that the confidentiality property is again not ensured. 

3.2.1 Replay MITM attack 

The goal of the replay MITM attack is to modify medical data by replaying the data, which will have an impact on 

the medical results (such as modifying the number of the blood pressures measurements). To launch this attack, in 

addition to the IoT device and the smartphone, we have used a Raspberry Pi as fake smartphone and a Kali Linux 

machine to simulate the IoT device as shown on the Figure 2. 

 

 

Figure 2. Replay attack architecture 

 

To simulate the IoT device, we had to send to the smartphone the same information as the device (i.e. the 

announcements and services transmitted by the healthcare IoT device). To this end, we have used the BLE MITM 

framework tool Gattacker [14] installed both on the Raspberry Pi and Kali Linux machines to intercept the data sent 

by the legitimate IoT device to the victim’s smartphone and store them in a json file. Then, we used Gattacker installed 

on the Kali Linux machine (pretending to be the IoT device), to replay the data stored in the json file. As shown in 

Figure 3, displaying the content of the Kali machine terminal, we successfully replayed the captured values on the fly. 

 
Figure 3. BLE Replay attack 

4  Conclusion   

In this work, we presented the results of pentests conducted on the network protocols used by healthcare IoT 

devices. Thanks to these results, we came to the conclusion that the confidentiality and integrity of these kind of devices 

can be compromised quite easily. This confirms why MEDJAK attack exploit healthcare IoT devices to attack medical 

infrastructures such as hospitals. Currently, we are conducting pentests on mobile application related to the healthcare 

IoT device. For future work, we plan to test more healthcare IoT devices before conducting pentests in a real 

environment. 

 

Figure 2. BLE MITM attack  
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Abstract

The Internet of Things (IoT) is transforming the way that we interconnect the devices,
collect data and make computation over these data. But to achieve the widespread adoption
of IoT it‘s necessary to improve the security of the IoT. In this paper, we propose Heimdall,
a distributed smart contract-based framework that provides access control for sensitive or
personal data collected by IoT devices that follow the prerogatives of GDPR and LGPD
laws.

1 Introduction

The Internet of Things (IoT) is a new communication paradigm that is transforming the modern
wireless communication [4]. A whitepaper published by IHS Technology shows the growth of
IoT devices based on market estimative since 2015 until 2025, as we can see in Figure 1. There
are considerable market for IoT-based services businesses. Healthcare is the one of IoT impact
areas that project to form a biggest impact [1]. The annual economic impact caused by IoT in
2025 is estimated by range of US$2.7 trillion to US$6.2 trillion [11].

Figure 1: Global market of IoT devices [10]
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However many researchers are point to many related security problems, as such as, data
confidentiality, privacy and trust. These components are critical to large-scale adoption of IoT
in the most diverse segments of contemporary society [12]. In this scenario, the Blockchain
it being used by many researchers together with IoT to provide security for IoT devices. A
paper published in Journal of Medical System [2] did a systematic review of all Blockchain and
eHealth related articles since 2010. The authors get a total of 84 related publications, where
they did a process of disposal and reading and they get a subset of 18 publications with relevant
contributions, where 33,33% of this publications deals specifically with privacy and security in
eHealth.

In 2016 the European Union approved the General Data Protection Regulation (GDPR),
a law that guarantee the protection of data and identity of European Union citizens [8]. Also
in Brazil was approved in 2018 the General Data Protection Law (Lei Geral de Proteção de
Dados, LGPD) that is a version of GDPR adapted to Brazil reality [6].

Nowadays, any medium or huge IoT project has dozens of milions of IoT devices acting as
sensor or actuator, collecting sensitive data from people or processing this data for the most
varied purposes. In the GDPR or, in the Brazilian counterpart, the LGPD, all citizens have
total control of your personal data and the power to to authorize, revoke and update the access
of your personal. Thence all IoT projects must be in compliance with the legal impositions of
countries, without the project will have negative implications and will not be viable.

So we raise the following question: Is it possible to create a framework of access control
that allows the users to define whom, when and what may be accessed from sensitive and
personal data collected by IoT devices? We assume it is possible to create this framework using
Blockchain to achieve the expected goal it providing to the user a way to define access control
to your data in a fine-grained way.

The main objective of this work is project a framework of access control of sensitive and
personal data based on smart contract. The users must be able to: Authorize or revoke the
data access without depends on a trusted third party; To define what subset of your sensitive
or personal data may be accessed or not based on access rules; To audit whom accessed your
sensitive or personal data and be able to see when this occurred.

To achieve this objective is necessary develop a smart contract that rules the access control,
create the protocol that defines the possible operations on the access control framework and
the involved actions, define the syntax and semantics of access rules based on JSON or YAML,
design a distributed mechanism to verify the access rules and create a multidimensional index
of sensitive and personal data to facilitate queries on stored data.

2 Related Work

Therefore many researches has been proposed some solutions for authentication and authoriza-
tion mechanism for IoT-based solutions using Blockchain [7, 13, 14, 9]. However, some solution
is based on assumptions that cannot be generalized in a broader context such as assume the
all sensor that collect data belongs to the owner of data [7], some solutions don’t care about
encryption of stored data [14]. Notwithstanding all solution work with Blockchain [7, 13, 14, 9],
all of them has at lest one centralized software component in your architecture, allowing a
malicious user to compromise the entire system.

So the purpose of this paper is to create a smart contract-based access control solution that
will operate fully distributed on a Blockchain. All communication between the parties involved
must be encrypted and users’ sensitive and personal data will be stored in a distributed file
system, increasing the resilience and scalability of the solution.

2
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3 Solution Architecture

We will show the architecture of the proposed solution for smart contract-based access control
that we are calling Heimdall (Nordic god that has the mission to guard the access to Bifrost
bridge that interconnect the sky with the earth) and comment on the main components. Figure
2 shows the architecture of the proposed solution.

The proposed solution will be tested in the eHealth scenario, at first. In the scenario we will
have some patients with Wireless Body Area Network (WBAN) of sensor collecting biomedical
data from them. All sensor of WBAN will be connect to a gateway that belongs to an IoT
network and the one of objectives of the gateway is to encrypt the collected data and send to
a docker container.
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Figure 2: The Heimdall Architecture [10]

The docker container will act like a agent that manages all the data collected by the sensor
of WBAN or from other resources (e.g. digitized tomography or blood exam). All data will
be encrypted and stored in a distributed file system by the container to increase the storage
scalability of the solution. IPFS will be used as a distributed file system by providing a block
storage model addressed to high throughput content with hyperlinks addressed to content [5].

Another feature of docker container is to receive the request to access sensitive or personal
data (e.g. request from medical staff) and analyze with the user who made a request has the
authorization to access the request data. All authorization rules will be stored in the Blockchain

3
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using a smart contract for that.
So the user can authorize, revoke or update them access to your sensitive or personal data

executing the actions exposed by the smart contract since the user provides to smart contract
his credentials. If a malicious user attacks the docker container, at worst, only the sensitive or
personal data of the related user will be compromised. To compromise the whole system the
Blockchain must be compromised and we use a permissive Blockchain implementation called
Hyperledger Fabric [3] that provides some security features that increase the confidence and
the trust of Blockchain.
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Abstract

Renal insufficiency is the loss of kidney function, which is responsible for the filtration
of residues, salts and liquids present in the blood. Being considered a silent disease, as the
symptoms are often only detected in advanced stages of the disease. Loss of kidney function
can be measured by the Glomerular Filtration Rate, which represents the volume of fluid
that is filtered into the Browman capsule, located in the glomerulus, per unit of time. It is
an important indicator for detection, evaluation and treatment of kidney failure. According
to a census conducted in 2018 by the Brazilian Society of Nephrology (SBN), the number
of chronic dialysis patients in Brazil from 2002 to 2017 increased by 159.4%, while Acute
Kidney failure has been showing a mortality rate around 50%. Early detection is a goal to
be pursued by those dealing with public health. In this work, a system was developed to
detect kidney failure early and thus increase the chances of treatment for these patients.
For this, several Machine Learning techniques were used, where through these techniques
were calculated their respective accuracy. The data were using the MIMIC-II database
and it was shown that techniques such as decision trees and random forests provided good
results and could be important life saving strategies.

1 Introduction

Kidney failure is the loss of kidney function, which has a range of functions, such as: filtering
salts, impurities and blood fluids; regulate the level of water in the body and the level of
potassium, sodium, phosphorus and calcium in the blood; and eliminate medicines and toxins
from the body and release hormones in the blood. Its functioning can be measured by calculating
the Glomerular Filtration Rate(GFR), which uses empirical mathematical equations based on
serum creatinine dosage. GFR is important in the clearance of a substance that is freely filtered
by the glomeruli and does not undergo tubular resorption or secretion [5], so it is commonly
used as the standard measure of renal function and is an important indicator for detection,
evaluation and treatment of both chronic kidney failure(CKD) and acute kidney failure(AKF).

In its normal state, the kidney filters the blood and eliminates the end products of
metabolism, preserving other solutes. However, in most renal diseases GFR decreases over time
as a result of a decrease in the total number of nephrons or a decrease in GFR per nephron,
which may be reduced even before symptoms appear, and is related to disease severity level [8].

Renal insufficiency is a silent disease where symptoms are only detected in advanced stages
of the disease through various tests, such as blood tests, and can be classified as CKD or AKF.
In the case of CKD there is a gradual loss of kidney function, resulting in an irreversible stage
of the disease. While AKF is the acute reduction of renal function due to injury, which may

Work supported by FUNCAP, CAPES and CNPq.

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

109109



Kidney Failure Detection Using ML Almeida, Lessa, Peixoto, Gomes and Celestino

occur in hours or days. However, there may be a possibility of reversal of AKF if diagnosed and
treated early. According to a census conducted in 2018 by the Brazilian Society of Nephrology
(SBN) [12] the number of chronic dialysis patients in Brazil from 2002 to 2017 has increased
by 159.4%, while AKF has a higher rate of mortality around 50% [13].

This work proposes a system aiming to identify patients with kidney disease using machine
learning techniques. To obtain the desired results, we used the MIMIC-II database, which has
data from patients who went through the intensive care unit of Beth Israel Deaconess medical
center between 2001 and 2012 [7]. In order to compare the results obtained will be taken into
consideration three existing studies that aim to diagnose patients with chronic kidney failure.
This paper is organized as follows. Section 2 presents the background related renal insufficiency
and machine learning techniques. Section 3 describes some related works, while Section 4 details
the proposed system. Section 5 shows the experimental results and discussion. Finally, Section
6 concludes the paper and presents some direction for future works.

2 Theoretical Foundation

This section presents a brief study on Kidney Failure and some Machine Learning techniques:
Decision Trees (DT), Random Forest (RF), and Support Vector Machine (SVM).

2.1 Kidney Failure

Creatinine is used in the calculation of GFR because its filtration is performed by the glomerulus
and it is not reabsorbed, secreted or metabolized by nephrons, the basic functional unit of the
kidney responsible for producing urine. Thus, the amount of creatinine excreted through the
urine is directly related to the amount of creatinine filtered by the glomerulus, but it should be
noted that creatinine is not completely filtered by the kidneys, only 15% to 20% of it, as well
as the others filtrate substances [5].

Measurement of creatinine clearance, the result of all the processes by which a substance
suffers in nephrons, acts as a marker of GFR because it is a freely filtered and unabsorbed
compound. Therefore, practically all creatinine content in the final urine came from glomerular
filtration [5] and is commonly used as the standard measure of renal function, an important
indicator for detecting kidney failure.

Kidney failure, considered a silent disease, is due to decreased renal function, which may
be reversed or progressively decline. It can be classified as CKD or AKF. In CKD there is a
slow, progressive and irreversible loss of kidney function, so the diagnosis can be made by the
relationship between GFR and the level of renal function. The importance of GFR in CKD goes
beyond detecting it, and is also one of the parameters to determine the need for indication of
renal replacement therapy (RRT) which consists of intervening either through dialysis, kidney
transplantation, among others, to offer a quality patient’s life and try to prevent the patient
from dying. It should be borne in mind that the sooner a patient begins medical follow-up,
before starting RRT, the less likely they are to die. Patients referred 3 months earlier had 13%
deaths, while those referred less than a month earlier had 29% deaths [3]. In addition, this
early referral reduces the therapeutic cost per patient and decreases the hospitalization rate
per year.

CKD can cause various problems in the body such as: anemia due to decreased red blood cell
production; increased uric acid, causing what is called gout; more acidic blood due to decreased
excretion of body acids, among others. CKD may be directly related to other diseases such
as diabetes and hypertension, as these diseases cause damage to the small blood vessels of the
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kidney. It is extremely important to detect CKD in its early stages, as the disease may progress
to a stage of terminal kidney failure and if the patient does not receive the necessary treatment,
he or she may die within a few months. However, even when undergoing treatment, their life
expectancy decreases compared to people of the same age who do not have terminal kidney
failure, besides the fact that 40% of these patients are diabetic.

AKF is the acute reduction of renal function due to injury, which may occur within hours
or days. The most common causes of AKF occur when the kidneys are deprived of oxygen
and may be due to surgery or side effects of a drug. In addition to oxygen deprivation, some
physical problems such as kidney stones and autoimmune diseases can lead to AKF. Treatment
for AKF is more varied depending on what is causing kidney damage.

2.2 Machine Learning

Machine learning consists of a set of methods that can automatically identify patterns in data
and use them to predict future data or perform other types of decision making in a scenario
of uncertainty. Machine learning has wide applicability in health sciences field, and these
techniques have become successful when applied in this area. In this paper we use Decision
Tree, Random Forest and Support Vector Machine.

Decision trees (DT) consist of a tree-like structure in which each node represents a check
of a characteristic, with each branch representing one of the possible outcomes of the check,
and each leaf node representing a classification. This technique is based on statistical models
that use supervised training for data classification and prediction, where they apply the split-
to-conquer strategy. To construct this model, entropy or gini can be used. Entropy is the
calculation of information gain based on a measure used in information theory. It is used to
measure the degree of purity or impurity of a data set. In order to identify whether entropy is
high, i.e with a high level of disorder, one must analyze whether the entropy calculation result
is closer to 0 or 1, where 1 means a highly impure set and 0 a group fully pure. The gini index,
on the other hand, consists of a statistical measure of distribution, being used to measure the
degree of heterogeneity of the data so that when the index equals 0 we have a pure node.

Random Forest (RF) is a supervised machine learning technique, which consists in randomly
creating a combination of decision trees using a method called bangging most often. Sorting is
done by voting, where all trees that make up the forest give a result and the class that gets the
most votes will be used as a result for that entry.

The support vector machine (SVM) is yet another supervised machine learning technique
based on the Statistical Learning Theory, which allows to classify a particular set of data points,
a kernel function, by mapping them to a multidimensional feature space. SVM is widely used
in the field of bioinformatics due to its ability to provide high precision, handle large data and
its flexibility with respect to modeling various data types. Some of the key features of SVMs
that make it attractive to use include good generalization its ability is defined as the measure
of efficiency in classifying data that does not belong to the set used in your training; large
robustness the Overfitting is not present in SVMs, making them robust when confronted with
large objects such as images; convexity of the objective function convexity is present, since the
quadratic function, objective function to be optimized, has only one global optimal; theoretical
basis is well established within Mathematics and Statistics.
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3 Related Work

The section discusses some works considered relevant for this proposition and that use the same
techniques used in our work for detection of kidney failure.

Levey et al. [9] has developed a more accurate formula for determining GFR in adults. This
formula is called CKD-EPI, Formula 1, where Scr means creatinine, k and α are variables that
have different values according to gender: for women it is 0.7 and -0.329 and for men 0.9 and
-0.411, respectively. The relationship between estimated GFR and gender occurs through cre-
atinine level. The CKD-EPI equation has predefined values according to gender and ethnicity.

CKD = 141 ∗min(Scr/k, 1) alpha
∗max(Scr/k, 1)−1,209

∗0.993Age
∗ 1, 018[iffemale] ∗ 1, 159[ifblack]

(1)

Another equation named MDRD, represented by Formula 2, has a fixed ratio of 0.74 between
GFR and gender, regardless of the level of patient’s creatinine. Thus, this difference can be
observed through the formulas 1 and 2, where in MDRD if the patient is female, the equation
is multiplied by 0.742. In CKD-EPI, although there is a gender-dependent fixed value, there is
a relationship between creatinine and the patient’s gender.

MDRD = 175 ∗ Scr−1,154
∗Age−0.203

∗0.742[iffemale] ∗ 1.212[ifblack]
(2)

Levey et al. demonstrated that even when the formulas showed good accuracy, CKD-EPI
was able to achieve higher accuracy than MDRD. This is due to some restrictions existing in
the MDRD formula, such as reduced accuracy with increased GFR and in different ethnicities.
Therefore, in this work, we chose to use the CKD-EPI.

Ahmad et al. [1] applied the SVM technique to detect chronic kidney failure. The work
was divided into 5 stages, namely: data collection, data preparation, data grouping and clas-
sification. Data collection was performed from the UCI Machine Learning database which was
created by Dr. P. Soundarapandian. M.D. This database has only 400 patients and 25 available
parameters. In the data preparation phase among the parameters available in the database,
only five were selected to be used in the classification, being chosen through statistical methods
and interviews. These parameters were: blood pressure, creatinine, compressed cell volume,
hypertension factor and anemia factor, but Ahmad et al. did not use some extremely important
biomarkers to detect kidney problems that were present in the database, such as urea. In the
data grouping phase, the data selected in the previous step were divided into two groups, a test
group with 30% of the total data and a training group with 70% of the total data. Finally, in
the classification phase was used the language R which has a package with the implementation
already ready for SVM. Before the data was passed to the SVM construct it was necessary to
convert it to a data frame that could be read by the method.

Al-Hyari et al. [2] uses Decision Tree to diagnose Chronic Kidney Failure. In this approach
the data were collected in collaboration with Prince Hamza Hospital in Amman. The database
has a record 102 patients. Fifteen parameters were used here: age, weight, gender, blood pres-
sure, hemoglobin, glucose, urea, creatinine, sodium, calcium, potassium, total protein serum,
albumin and phosphorus. From these parameters the training and classification by the DT is
performed. If the DT classifies that the patient has CKD, the GFR is calculated to inform
at what stage of the disease the patient is. For this calculation, Al-Hyari et al. chose to use
the Cockcroft-Gault formula. However studies have already shown that the accuracy of this
formula is lower than the MDRD and CKD-EPI formula.
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Salekin et al.[11] uses Random Forest to detect CKD using the same database as Ahmad
et al.[1].The authors made a selection of attributes considering the most relevant to the model.
The formulas Cockcroft-Gault, 1 and 2 are used in order to compare with their results. In our
work we use the CKD-EPI formula as an attribute to aid detection.

4 Proposal

This work proposes a system capable of detecting kidney failure through the analysis of six
biomarkers directly related to renal function, together with GFR, body mass, age, sex and
ethnicity. It uses various supervised machine learning techniques, such as: decision tree(DT),
support vector machine(SVM) and random forest(RF). These techniques were chosen due to
their wide applicability and the capacity to provide high precision in bioinformatics [10][4].

In order to select the parameters, a study was conducted through biomarkers that are
directly related to renal function and other physical characteristics that could also aid in the
diagnosis. From this study, some attributes were selected with the help of a renal specialist,
thus choosing 7 attributes that are most affected by the loss of renal functions and 4 related to
physical characteristics that may affect the determination of the disease, so in total, we selected
11 attributes. This attributes are GFR consists of the rate of glomerular filtration, i.e the rate
of volume of blood filtered by the kidneys. This rate is extremely important in determining
whether the kidney is functioning properly, and is extremely simple to calculate. There are
several equations that perform the calculation of GFR, however, for this work will be used the
CKD-EPI; Age in addition to being directly related to the calculation of GFR, when the human
body is aging some substances present in the body tend to decrease; Sex and Ethnicity are used
exclusively in the calculation of GFR due to the difference between the amount of components,
such as creatinine, in a man’s body in relation to a woman’s body, just as this difference is also
shown in relation to ethnicities; Body Mass people with a high BMI need a higher blood flow
to irrigate the whole body, this creates an overload for the kidneys that need to work harder to
filter all the blood; Creatinine when the kidneys lose their ability to filter blood, this substance
increases in value and is easily clinically evaluated by blood testing; pH Blood and Urea when
the kidneys lose their ability to filter blood, urea values rise and the blood tends to become
more acidic; Phosphorus when the kidney begins to slow down, it tries to adapt by maintaining
phosphorus levels. However, as insufficiency progresses, this adaptation no longer has an effect
and phosphorus levels increase and the kidneys can no longer produce the required amount of
vitamin D; Potassium the kidneys are responsible for eliminating about 90% of the potassium
present in the body, when the kidney does not function properly the potassium rate rises. A
fall or rise in potassium levels in the body can lead to cardiac arrhythmia and sudden death;
Glucose when the human body goes through a long period of time with the high glucose rate,
this can lead to kidney damage known as diabetic nephropathy. Thus, the measurement of
blood glucose is associated with the relationship between kidney failure and diabetes, a disease
that affects 40% of patients with terminal kidney failure.

The purpose of the algorithm is to assist health professionals in the early diagnosis of chronic
or acute kidney failure, as this is a disease in which symptoms manifest late. Thus, a binary
classification of has KF or not. Differently from the existing studies, we sought to classify KF
regardless of type, i.e, AKF will also be taken into account as both need early diagnosis.

The first phase of the algorithm consists of grouping data from each patient’s urea, crea-
tinine, glucose, blood pH, phosphorus and potassium tests according to the time of collection
along with age and body mass. For each set the GFR is then calculated from the creatinine,
gender, age and ethnicity values. Sex and ethnicity are used exclusively to obtain the value of
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Accuracy

DT RF Linear RBF Sigmoid Polynomial
87% 80% 71% 79% 71% 77%

Table 1: Cross Validation Accuracy

glomerular filtration. The use of GFR is directly linked to renal function. Decreasing this rate
indicates some type of insufficiency and together with the selected biomarkers, it is possible to
more accurately detect if the patient has kidney failure.

After cluster formation and GFR calculation, this data set will serve as input to machine
learning algorithms. This data set consists of records of several healthy and kidney failure
patients that will be divided into two groups, one for testing and one for training. After
training phase each machine is saved to a file so that sorting can be performed from them.

Through the generated files begins the classification phase, which consists of loading the
information of the machines to perform the classification of the desired set. To classify a
patient, the machine must receive the 8 attributes, that is the algorithm can receive just the 8
parameters, with GFR already calculated, or all the parameters without the GFR.

5 Experiments and Results

In order to validate the algorithm, we decided to use the MIMIC-II database updating the
patients diagnosis in renal insufficiency (chronic or acute kidney failure) and healthy.

The following strategies were adopted for training: in the case of DT classification, the gini
criterion was used and the best split was always chosen; with the RF classifier, the gini criterion
was also used and a forest with ten decision trees was stipulated; Finally, the SVM used linear,
polynomial, sigmoid and rbf functions.

For the algorithm evaluation phase, the cross validation technique, the confusion matrix
and the classification report were used. Cross-validation uses K-Fold, which is a technique
for evaluating machine learning models. The confusion matrix helps in the evaluation of the
algorithm, indicating if it has a good ability to predict the desired class, which in the case of this
work consists of KF, using 4 metrics: True Positive (TP) when the class to be predicted was
correctly classified, in this case kidney failure; False Positive (FP) when the class to be predicted
is incorrectly classified, the patient is classified as healthy; True Negative (TN) when the non-
predictive class has been correctly classified, in this case a healthy patient; and False Negative
(FN) when the non-predictive class has been misclassified, the healthy patient is classified as
kidney failure.

Finally the rating report which has 4 metrics also important like Precision provides the
percentage of hits when classifying the class to be predicted; Recall number of examples correctly
classified as belonging to a class divided by the total samples belonging to that class, regardless
of the given classification. When using binary classification the recall of the desired class is
also known as sensitivity and for unwanted class specificity; F1-Score fundamental when you
have a disproportionate data set, which combines recall with accuracy to indicate overall model
quality; and Accuracy indicates how well the machine is able to correctly classify both the
desired class and the unwanted class.

For this work a K-Fold with 5 groups was used and the results obtained for this technique
and the others approached are presented in Table 1, 2 and 3 .

From the results obtained with all these techniques, can be observe that the algorithm has
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RF DT SVM Linear

Normal Kidney failure Normal Kidney failure Normal Kidney failure
Normal 356 11 362 5 314 53

Kidney failure 133 226 91 268 155 204

SVM Sig SVM RBF SVM Poly

Normal Kidney failure Normal Kidney failure Normal Kidney failure
Normal 284 83 364 21 341 26

Kidney failure 124 235 128 231 138 221

Table 2: Confusion Matrices

RF DT SVM Linear

Normal Kidney failure Normal Kidney failure Normal Kidney failure
Precision 0.73 0.95 0.80 0.98 0.67 0.79
Recall 0.97 0.63 0.99 0.75 0.86 0.57

F1-Score 0.83 0.76 0.88 0.85 0.75 0.66
Accuracy 0.80 0.87 0.71

SVM Sig SVM RBF SVM Poly

Normal Kidney failure Normal Kidney failure Normal Kidney failure
Precision 0.70 0.74 0.73 0.92 0.71 0.89
Recall 0.77 0.65 0.94 0.64 0.93 0.62

F1-Score 0.73 0.69 0.82 0.76 0.81 0.73
Accuracy 0.71 0.79 0.77

Table 3: Classification Report

a good ability to classify both renal and normal patients. Due to the sensitivity and specificity
provided by the recall, Table 3, we have that the algorithm is easier to predict healthy patients,
this happens due to the difficulty in detecting the AKF. When the insufficiency affects only
one kidney, the other tends to compensate, thereby maintaining laboratory measurements at
normal levels. In addition, when creatinine levels are elevated, it becomes more difficult to assess
whether the patient has AKF or CKD, mainly because this work does not include urinary tract
obstruction and non-steroidal anti-inflammatory drugs that are directly related to the AKF [6].
This difficulty in identification may have been one of the factors that led the authors [11] [2]
[1] to disregard the detection of AKF.

According the results, the six supervised learning machines used were able to achieve the
table 3. DT stands out because it has the lowest values of PF and FN.

6 Conclusion and Future Works

Through the proposed algorithm it was possible to identify the difficulty to diagnose kidney
failure, especially when taking into account acute kidney failure. It is necessary to develop
more works and studies in this area in order to improve the identification of AKF, in this way
assisting the doctors to identify this illness early and providing to the patient the possibility of
recovering the renal function.

As future work, we pretend to use neural networks and deep learning as a classifiers and
evaluating their performance; turn the classification into a multi-class classification, ie, the
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patient is classified as renal insufficiency acute or chronic, and healthy; inform the patient the
stage of their disease; and associate CKD with diseases other than diabetes, like sepsis.

References

[1] Mubarik Ahmad, Vitri Tundjungsari, and Dini Widianti et al. Diagnostic decision support system
of chronic kidney disease using support vector machine. In 2017 Second International Conference
on Informatics and Computing (ICIC), pages 1–4. IEEE, 2017. https://ieeexplore.ieee.org/

abstract/document/8280576/.

[2] Abeer Y Al-Hyari, Ahmad M Al-Taee, and Majid A Al-Taee. Clinical decision support system
for diagnosis and management of chronic renal failure. In 2013 IEEE Jordan Conference on
Applied Electrical Engineering and Computing Technologies (AEECT), pages 1–6. IEEE, 2013.
https://ieeexplore.ieee.org/abstract/document/6716440.

[3] Pasqual Barretti. Indicações, escolha do método e preparo do paciente para a terapia renal
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Abstract 

This paper presents a descriptive study about the use of robots in the teaching of 
mathematics for elementary children and the use of different models of educational 
robotic kits which were programmed to address issues such as the Cartesian plane, 
fractions, polygons and areas and arithmetic operations. During four semesters, fourteen 
elementary schools located in the eastern part of the State of Yucatan, were visited to 
perform activities with robots. More than two thousand children attending the six grades 
of elementary education and their respective teachers have participated. It was observed 
that the use of robots as new pedagogical tool greatly contributes to motivate students 
during the teaching-learning process of mathematic subjects. 

1 Introduction 
The advances in science and technology continuously re-shape our daily activities. However, a large 

part of society remains detached from these changes, thereby excluding individuals in the use of tools 
that would allow them a full development in today's technological world. Robotics is an area of great 
potential for the development of modern society. Robots have been used for various purposes, in 
education, for example, their use promises to encourage the students' creative development in scenarios 
where robots are applied as tools, tutors, or even pairs (Alimisis, 2013), (Mubin, Stevens, Shahid, Al 
Mahmud, & Dong, 2013). Several countries, conscious of educational robotics potential, have started 
strategies supported by robotics to enhance education in basic levels. For example, in South Korea a 
program was developed to produce robotic assistants that support the teaching of English in preschool 
(Yun et. al., 2011). Other authors discuss the role of new technologies to achieve sustainable 
development in developing communities (Dias, Mills-Tettey, & Nanayakkara, 2005). The interest that 
robotics arouse in both educators and students should be exploited to make it a tool to support the quality 

 
* Corresponding author 

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

117117



and innovation in classrooms. This paper describes the project “A day of science and technology in 
your school”, which consists in visiting elementary schools with a group of university students and 
professors, exposing ways to use technology for educational purposes to participants. The region where 
the project was performed belongs to a low-income region in Mexico which has minimum technological 
infrastructure, most part of the children reached by the project had not seen a physical robot in their 
life. The following section depicts the theoretical framework on which the performed activities are 
based. Next, the planning carried out previously to the events held in schools is described. Then the 
experience and information obtained during the events are presented, and finally, the results, 
conclusions and future work are discussed. 

2 Educational Robotics 
Many efforts have been made to improve the quality of education, one of them is to include 

technological innovation in education, specifically robotics. According to (Stager, 2010) it is possible 
to include robotics in education as an independent subject; as an aid in the teaching of concepts in 
science, technology, engineering and mathematics; as thematic units to model machines and systems; 
as a specific medium to solve a problem related to a formal topic of the Curriculum and finally, as a 
material that learners can use to express their ideas freely. Critical factors for the success of educational 
activities with robotics are the following: a good suggestion on how to start the activity, appropriate 
materials, enough time, and a non-coercive, collaborative and non-competitive atmosphere. Last 
suggestion seems to contrast with the many robotic contests which seek to spread the use of robots by 
rewarding the better performance on programming robots for specific tasks. In a classroom, the rewards 
can result in increased stress and posterior frustration. Educational robots are a subset of educational 
technology employed to facilitate learning and improve the educational performance of students. 
Robots add social interaction and perform roles not only as a tool but also as a guardian or as a pair 
(Mubin, Stevens, Shahid, Al Mahmud, & Dong, 2013). Robots should not be considered as a 
replacement of teacher but as assistants letting the teacher to focus on high level cognitive tasks of 
teaching process. It has been reported that the main motivation to include robotics in education comes 
from the positive role of robots in educational activities, the development of creative thinking and the 
improvement on problem-solving skills, however, the lack of adequate teacher training is an obstacle 
(Karim, Lemaignan, & Mondada, 2015). Closer to the objectives of the present article is the work by 
(Pinto Salamanca, Barrera Lombana, & Pérez Holguín, 2010), involving preschools and elementary 
schools. That project employed robots to assist in the areas of math, science, read-write and computer 
programming, taking advantage of the natural motivation of children towards robots. There were 
activities such as the layout of plane geometric figures using robots. The teachers from the involved 
schools expressed a lack of knowledge in recent technological didactic tools and at the same time 
showed interest in knowing them. Finally, this project concluded that education can be improved if 
solid foundations for change in teaching methods are proposed and new models that can contribute to 
changing modern society are created. In Colombia,  (Jimenez Jojoa, Bravo, & Bacca Cortes, 2010) 
developed a course for children and teenagers based on mobile robotics with the aim of arousing the 
scientific interest and practicing the problem-based learning. At the end, the participants expressed their 
interest in studying a career related to engineering. Kathia Pitti et al described a project (Pittí Patiño, y 
otros, 2012) from the Republic of Panama, involving students and teachers from six middle schools 
(grades 7, 8 and 9; ages 13-15) in which Robotics was employed as a tool to support the teaching-
learning process, focusing on subjects such as mathematics, physics and computer science. During the 
project there were activities with mazes, missions, competitions with challenges, among others. The 
authors assert that robotics facilitates and encourages the teaching and learning of sciences and 
technologies becoming a useful tool to understand complex and abstract concepts. The authors observed 
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that students from schools located in rural areas got a better performance than those located in urban 
areas. Also, as a tool to implement constructivism and constructionism in the project TERECOP 
robotics was aimed at the education of future teachers. 

Creativity and logical thinking, keys in STEM practice, were approached by TIC TAC project 
(Muntaner-Perich, y otros, 2013) which was carried out with children of 5th grade of elementary 
education, in some of the most disadvantaged areas of India. Workshops and activities were designed 
in which technology was applied in areas such as math, physics and computer science.Teachers 
reinforced the importance of teamwork, learning through practice and the trial-and-error method. 
Besides serving as support in the teaching of math and science-related topics, a robot can also be used 
to learn a second language. In South Korea, authors of (Yun, y otros, 2011) have experimented with a 
teleoperated robot that helps in English education at preschool. In Taiwan, (Chang, Lee, Chao, Wang, 
& Chen, 2010) studied the role of robots as instructional tools in the teaching of a second language in 
elementary level students and concluded that the use of robots improves the interactivity and motivation 
of both students and pupils. According to (Barranco Candanedo, 2012) some challenges must be faced. 
The first of these is the fear of teachers to use educational technology new for them, especially in those 
that are found in regions away from major cities, who were taught in traditional way and prefer to teach 
in turn in traditional way. Another major challenge is the lack of infrastructure and robotic equipment 
as result of elevated costs. In the other side, open source philosophy and the decrease in the price of 
electronics can help to alleviate the latter. Finally, there is the challenge to generate own robots designed 
and built in the region which could be adapted more easily to the specific educational needs. In Mexico, 
there are private schools that include some type of robotics courses in their curricula and promote the 
participation of students at international competitions. The amendments made to the Law of Science 
and Technology in Mexico proposed to promote scientific and technological vocations since the first 
educational cycles and in general they put education as a pillar of sustainable development. In recent 
years the government has sought to bring science and technology close to children and young people 
with the incorporation of activities related to the National Week of Science and Technology. In the State 
of Yucatan, public elementary schools have begun to participate and they do so by putting their best 
effort, however, the impact is limited since there is no sufficient scientific and technological materials, 
either because schools are unaware of or do not have the resources to acquire them. The apathy towards 
mathematics (Miguez, 2004), exists among students from long ago because math and science are seen 
as boring and difficult to learn which is reflected in the results of national assessments such as ENLACE 
(Secretaría de Educación Pública, 2013). Most students do not recognize science as a tool to understand 
their world and the consequences are serious because it means that professional expectances are limited 
and the number of potential scientists, mathematicians and engineers (STEM) is lower. It lacks both 
fostering the use of technology or appropriate digital content and studies to assess the impact of 
technological devices in Mexican schools. 

3 Project “A day of science and technology in your school” 
The project aimed to promote and encourage the interest in science and technology among the 

students of elementary education in the East of the State of Yucatán, Mexico. It was based on the 
spreading of academic topics related to the educational plans for elementary schools, and the installation 
of six stands denominated: Electronics, Robotics, Animations, Videos, Mathematical Challenges and 
Origami. In charge of the stands were professors and undergraduate students of computer science.  

The overall objective of the stand was to show a set of programmed robots with routines for the 
explanation of the Cartesian plane, the addition and subtraction of fractions, areas and perimeters, 
among others. It was used the interactive exhibition, a didactic technique focused on the student, 
consisting of the oral presentation of a topic to achieve objectives related to the learning of theoretical 
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knowledge or information of various types. The exhibitions were made by university students and their 
professors, who previously designed a slide presentation. Interactive presentations consisted of a set of 
activities for each school grade. In all cases, the session begins with the interactive exhibition in which 
basic concepts about motors, sensors, gears and axes are explained, among others. Then, the academic 
subject is presented by means of examples and finally the evaluation activities are carried out. The 
academic topics, activities and materials are shown in Table 1.  

 
 

Grade Topic Activity Material 

1-6 Introduction Each robot is presented and explained. 
Lego NXT Robots with 

different designs and 
routines. 

1 

Counting 
series (2 by 
2 and 3 by 

3) 

The exhibitor asks children to count with 
different increments and at every step the 

robot advances controlled by a child. 

Tribot NXT programmed 
to be controlled remotely 

via Bluetooth. 

2 Number line 
Children control the robots making them to 

move on the number line, adding and 
subtracting steps. 

Robot with wheels (tank) 
programmed to be 

controlled remotely via 
Bluetooth. 

3 
Geometric 

shapes 

Children put the robots at the asked 
coordinates making a triangle, then a 

rectangle. They were requested to find areas 
of both figures. 

Cartesian plane drawn on 
the floor and four different 
robots, at least one of them 
remotely controlled. One 
robot is required for each 

point indicated with 
coordinates. 

4 

Decimal 
numbering 

system 

Children are asked to guide the robot 
towards the sheet printed with the number 

pronounced. 
The child must control the robot to guide it 

towards the right answer. 
Some questions are done, such as how many 
units, tens, etc. are in the printed quantities. 

Several robots, at least 
one remotely controlled. 

Four numbers of 6 or more 
digits are put on the floor, 

in a different order.  
 

5 Fractions 

Children are chosen to guide and locate the 
robot at the coordinates indicated on the 

Cartesian plane, with fractional quantities. 
The children must perform adding and 

subtraction operations to move the robot to 
the correct position. 

Cartesian plane drawn on 
the floor and a robot with 
a Wireless control routine. 

6 
Coordinates 
and scales 

Children are chosen to locate the robot at the 
coordinates indicated on the Cartesian plane. 
An equivalence is established between units 

and km, and the children are questioned 
about the distances between pairs of objects. 

Cartesian plane drawn on 
the floor and several 
robots with Wireless 

control routines. 

1-6 Conclusion 
Direct interaction with robots, motors and 

sensors. 

Lego NXT robots with 
different mechanical 
designs and routines. 

Table 1. Activities at the Stand of Robotics 
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Fig. 1 shows examples of the activities designed for fifth and sixth grades. The topics presented in 

each grade were selected after reviewing the contents of the textbooks that are handled in the country's 
public schools. The main difference in the methodology implemented with respect to traditional 
teaching is the use of robots to move in a three-dimensional space, instead of just working on the 
notebook or the board. In addition, the active participation of children is sought during all activities, 
through interaction with robots. 

 

Fourteen elementary schools were visited over four semesters. About 100 teachers and 2,300 
children participated in total. During the presentations two students from the bachelor’s degree in 
Computer Science were helping, who were also in charge of building and programming the robots, as 
well as to explain and answer questions from children and their teachers. It was decided to work with a 
maximum of 6 groups and one classroom per session in order to optimize efforts, see Fig. 2. 

 

4 Analyzing results 
A survey was applied at the beginning and another at the end. These surveys included questions 

related to the topics presented in the stand of Robotics and were applied the day prior to the visits. A 
sample of students was selected randomly to answer the initial multiple-choice surveys, guided by their 

 

Figure 1. Activities for fifth and sixth grades 

 
Figure 2. An example of a session with children 
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own teachers. At the end of the event, the children of the initial sample were provided with another 
survey with similar questions but changing some data and possible responses. The final survey was 
conducted by the presenters of the event, each stand applied it to the group at the end of their 
presentation. While the children answered their final surveys, the teachers answered an opinion survey 
about the event, in which they were also asked to suggest topics that they considered relevant.  

Once digitized and analyzed the collected information, it was carried out a quantitative analysis with 
the surveys applied to children and a qualitative analysis based on the opinions of teachers. The children 
offered effusive and spontaneous signs of gratitude, asking that the event occurs again in their school.  

The sample of students surveyed was 300 students, 10 children per group, randomly selected in each 
of the 5 schools visited during the first stage of the project.  

To analyze whether the results obtained in the initial and final tests regardless of grade differ 
significantly, the T-Student statistic was used for paired samples. The verification of the assumption of 
normality to the difference of the paired data was carried out with the Shapiro Wilk and Kolmogorov 
Smirnov test statistics, using a significance level of 5%. To compare whether there is a difference for 
each academic degree, Z statistics were used for large samples to compare the percentages of the initial 
and final tests. Eighty percent of the surveyed teachers rated the event as excellent, nine percent as good 
and eleven percent did not answer the question. Among the positive reviews that the visited teachers 
expressed about the stand of Robotics, it was mentioned that it arouses the interest of children to learn 
more about the technology, particularly about robots, their construction and programming, which will 
be useful in their future. It was also mentioned that the event allows children to have a close encounter 
with the technology, which may not have at their disposal daily. They thought it was useful the 
explanation about how the movements of robots are programmed, especially to let them know that 
mathematical and logical concepts are required to program the desired routines. They expressed that it 
was very helpful to provide them with new perspectives to develop fun tech toys without resorting to 
violence. 

Regarding the content, they liked the funny way in which technology is applied to teach math, that 
the different types and characteristics of the robots can be applied also to teach natural sciences, that 
the logical reasoning of children is stimulated and that the concept of science is expanded to include 
also robotics. It was also said that it is beneficial to include physical routines as part of the activities of 
the stand, when referring to the imitation that children made of the movements of a humanoid robot. 

Similarly, some comments reflected certain areas of opportunity observed, such as: insufficient time 
(30 minutes per stand), the large number of children avoided that everyone could participate, and they 
went out of control sometimes. It was also reported that some explanations were given too fast. 

Finally, in terms of attitude and interest observed in children during the event, eighty percent of 
teachers reported seeing their own students highly participatory and motivated, sixteen percent saw 
them interested and four percent did not respond to the question. The indifferent, distracted and very 
distracted options were not selected. 

University collaborators and professors expressed that: it is a good experience to publicize and teach 
technologies related to their area of study; prior knowledge about the covered topics was of great help 
for the development of activities and to support the exhibitors; it is very nice to provide useful tools to 
motivate children and teachers to new technologies; the project is of great interest to the collaborators 
and even influences their personal goals. Besides, the teachers of the visited schools consider important 
that the university involves more with the surrounding population through projects such as this, in 
addition to providing them with new techniques applicable to their classroom. 

On the other hand, to analyze the academic impact of the event, to the random sample of 
participating children, an initial diagnostic survey was applied at the beginning of the event and a final 
survey after the event. Table 1 shows the results obtained as well as the difference between both surveys 
for each academic grade in elementary education. The first column corresponds to the academic level, 
the second and third column shows the percentage of correct answers for all the participants that were 
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obtained before and after the event, respectively. The last column shows the differences between these 
two.  

 
LEVEL INITIAL FINAL DIFFERENCE 

1° 40% 59% 11% 

2° 60% 39% -21% 

3° 59% 53% -6% 

4° 52% 50% -2% 

5° 11% 8% -3% 

6° 58% 30% -28% 

AVERAGE 58% 46% 12% 

 
Table 2. Academic performance of the participating children 

 
The values in Table 2 were obtained as follows: after grading the exercises performed by the 

students of each grade in both instruments, the success ratio was obtained by dividing the number of 
correct answers by the number of participants of each grade and each school. Subsequently, the averages 
by school grade in both instruments were obtained and the difference between both values was obtained, 
by each grade, as well as the final average of both instruments. As can be seen, in the general average 
field a decrease of 1% was obtained. However, when performing a T-student statistical test for related 
samples, this decrease proved to be non-significant with a p-value of 0.4062 and a 95% confidence 
interval. This indicates that, the difference in the average performance of the students in the initial and 
final tests is not significant. Besides, in all grades it was noted a decrease in the percentage of correct 
answers of the earlier to the latter, which could be interpreted as a negative effect in the event. However, 
it is important to mention that even when it was emphasized to the teachers who applied the initial 
surveys to their own students that the surveys were not to evaluate them but the project, there were 
many corrected answers in the initial surveys, which did not happen with the final surveys. 

5 Conclusions and future work 
 
Educational robotics can be a useful tool to teach STEM topics to basic level students as it raises 

curiosity of children and can be programmed to function in diverse activities and for different education 
levels. The project "A day of science and technology in your school" got a participation of more than 
two thousand children attending the six grades of the elementary education in Mexico, and their 
respective teachers, who number about one hundred. The effort was fruitful because the spread of this 
new technology between children of basic education had a positive impact on their perception of math 
and sciences application. We think that a significant learning can be reached because the students can 
link abstract concepts with concrete objects and activities while they interact with robots. The feedback 
collected from students and teachers about the robotics session was very encouraging however the 
quantitative analysis must be improved, first by extending the sessions and its duration and second by 
focusing on one specific grade and topic. The present project was not designed to train teachers with 
robotics activities, but we conclude that they must be included on the definition of activities to match 
the subject they aim to reach with their students according the national plan of education. It was 
confirmed as many authors declare in the literature that robots are attractive for children to work with 
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mathematics, but it is necessary to design a complete pedagogical initiative in order to keep its 
usefulness when initial enthusiasm decreases. The design of activities in the present project was inspired 
by the ideas of Constructionist learning theory by Sigmund Papert, but a more formal development of 
hands-on exercises must be deployed in order to test and compare learning results. 
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Abstract 

For any organization it is necessary to satisfy their business objectives besides using 

data to implement organizational processes, for that reason, it is indispensable to have 

knowledge of how these data satisfy the preset quality requirements. These 

requirements could be expressed through data quality (DQ) dimensions. In some 

scenarios, models and methodologies of DQ assessment require of mechanisms to 

control the level of quality of data. Thus, proposing a methodology with a qualitative 

diagnosis of DQ dimensions and using data profiling techniques to measure some of 

these dimension, will have a major impact on the processes of appropriate use of data. 

1 Introduction 

Nowadays, both public and private organizations understand the value of data. Well managed 

information has an incalculable value for the organizations. During years, the data management has 

acquired a growing importance in companies, because data constitute one of the main assets of them, 

and without data, it is almost impossible that corporations can align with their organizational strategy. 

Although significant works of research have been done on the notion of DQ, their main focus is on 

the objective quality attributes of data (Eshraghian and Harwood 2015). According to standard (ISO-

25012 2008), the concept of DQ is defined as "the degree to which the characteristics of the data are 

suggested conditions and needs when used under specific conditions". With this definition in mind, 

before considering any operation or process, it is very important to assess the suitability degree of the 

use of data involved in a task, according to the context in which the data are. In this sense, the 

technique of data profiling is one of that could help to diagnose the DQ in specific contexts, which is 

the "data analysis systems to understand its content, structure, quality and dependencies" (Olson 

2003). Indeed, data profiling and monitoring the defects of data are useful activities for assessing DQ 

in specific contexts. Although, nowadays there exists some methodologies and tools to carry out the 
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data profiling processes (described in section 2.2), in our context, it is possible to find some specific 

needs such as: assessment of some dimensions of DQ using techniques and tools of data profiling, 

definition of roles and responsibilities for the DQ control, organization of the process through the use 

of artifacts, besides of reporting to the organization about the DQ diagnosis, depending on user types 

to involve roles that interacts with these data. Until now, there are not any proposals, which include 

these mentioned points. Thus, with the aim of establishing all the previous points in our proposal, the 

specific process of Project Planning established in the standard ISO 12207:2008 was used as a 

reference, this process determines “the scope of project and technical activities, identifies process 

outputs, project activities, deliverables, establishes schedules for project task conduct, and required 

methods and techniques to accomplish project activities”. 

2 Related Areas 

2.1 Methodologies for Data Quality Assessment 

Different DQ dimensions have been defined by several authors (from different point of view) and 

even they have been defined in the standard (ISO-25012 2008). This proposal is based on the DQ 

dimensions introduced in this standard. To make a comparative study of existing methodologies for 

DQ assessment, we consider some aspects, including dimensions used, cost and types of data and 

information systems involved. Some of these methodologies are AIMQ (Lee, Strong et al. 2002), CIHI 

(Long and Seko 2005), AMEQ (Su and Jin 2007) and IQM (Eppler and Muenzenmayer 2002). AIMQ 

methodology: it is the only methodology of information quality based on benchmarking. It classifies 

the DQ dimensions according to interest of users. CIHI methodology: it focuses on the control of DQ 

of the data set stored in the Canadian Institute of Health Information, specifically in the monitoring of 

the size, heterogeneity and quality of the stored data. The DQ evaluation is based on a four-level 

hierarchical model. AMEQ methodology: it provides a rigorous basis for Product Information Quality 

assessment and improvement in compliance with organizational goals. The methodology is specific 

for the evaluation of DQ in manufacturing companies. IQM methodology: it conceived the provision 

of a quality framework adapted to Web data. Among its entries, besides of the quality criteria, it has 

tools and techniques used to measure the DQ. After studying the characteristics of these audit 

methodologies, we consider that they are very useful, depending on its features and goals. However, 

according with some aspects like: the focus on the business processes of organization, definition of 

roles, artifacts for documenting the process and the inclusion of data profiling techniques for the DQ 

evaluation; we conclude that, except AMEQ that utilizes the organizational processes in its process 

modeling, the rest of the methodologies do not consider it. They do not use roles neither include data 

profiling techniques. 

2.2 Data Profiling Models, Techniques and Tools 

Nowadays, some data profiling methods and techniques (described later on) also contribute to the 

necessary assessment for the DQ control in any kind of IS, where the fundamental approach is 

performed on data collections. The DQ dimensions more widely used to assess DQ are correctness, 

completeness and accuracy. One of the models available is (Olson 2003), which consists of various 

inputs of data and metadata, and as outputs, corrected metadata and information related with data. 

Oracle Corporation developed a system for profile data, it is oriented to the thorough investigation 

and close monitoring of its quality (Corporation 2010). With a tool named Oracle Data Profiling, the 

user has the possibility to discover and infer rules based on data and monitor their quality. Microsoft 

offers a tool named Data Quality Services (Corporation 2012), with techniques and mechanism of 

data profiling, such as: candidates keys profiling, column profiling, data profiling using patterns, etc. 

The Embarcadero Company is noted for the CA ERwin Data Profiler tool, the user combines the 
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analysis and data modeling in a practical way. In its own model highlights 4 key activities: analysis 

column, integration with data models, the discovery of keys and Analysis of attributes (Enterprise 

2009). Other tool is Informatica PowerCenter (Corporation 2017), an enterprise platform that offers 

access, research, data profiling and data integration from any data source. 

3 Methodology for Analysis and Evaluation of DQ based on 

Data Profiling Techniques 

The methodology guides to the establishment of the DQ control, based on the diagnosis of DQ 

dimensions and processes related with data profiling of relational databases, where activities and tools 

are involved, as a guide for its implementation. It to unlike the others audit methodologies is based on 

business processes, besides it defines roles for a better organization in the execution of its phases and 

activities. It also proposes well-defined artifacts that can document the implementation of the 

methodology. The methodology is represented in 3 key phases: Analysis, Evaluation and Transition. 

1. ANALYSIS. At this phase, the current status of a particular organizational process is studied, 

this implies to consider the types of users, data types, DBA, etc., for preparing the infrastructure for 

the application of data profiling techniques and the survey of diagnostic of DQ dimensions. In next 

iterations new organizational processes should be diagnosed (Table 1). This phase encompasses the 

next two activities. 1.1 Diagnosis, it must be executed to get a first assessment of current status of the 

selected organizational processes. For doing so, it is necessary to consider the databases used by the 

selected organizational processes, user types and existing roles, the types and formats of data handled 

by the organization. 1.2 Election of Requirements, the DQ dimensions selected will be involved 

throughout the execution cycle of the methodology for each one of selected organizational processes. 

 
Input products Description of the organizational process. 

Output products Identified information, selected dimensions for the DQ evaluation. 

Activities 1.1. Diagnosis.                                 1.2 Election of Requirements. 

Methods, techniques and 

tools 

Expert judgment, brainstorming, artifact for the Diagnosis of organizational process (for 

sake of space, it could be seen in the author´s web page). 

Roles  Business analyst, Data Quality analyst. 

Table 1: Phase of Analysis. 

 

2. EVALUATION. An evaluation of the DQ level of a relational database should be performed. 

This implies the use of some techniques like structure profiling, relational profiling, data rules 

profiling and the implementation of surveys for the diagnosis of DQ dimensions (Table 2). 

 
Input products Result of the diagnosis of organizational process, data source, metadata source. 

Output products Data profiled, metadata profiled, result of survey for diagnostic of DQ dimensions. 

Activities 2.1. Structure profiling.            2.2. Relational profiling. 

2.3. Data rule profiling.            2.4. Conductions of Survey for diagnostic of DQ dimensions. 

Methods, techniques and 

tools 

Profiling of table structures, and its functional dependences, data rules profiling, data profiling 

tools, questionnaire of the survey for the diagnostic of DQ dimensions (for sake of space, it 

could be seen in the author´s web page). 

Roles  Business analyst, DQ analyst, database administrator, database designer. 

Table 2: Phase of Evaluation. 

 

In this phase, the team should execute these activities: 2.1 Structure profiling. It consists of 

investigate each one of the columns and rows of tables in the source systems, applying a set of 

techniques to calculate statistical information and their metadata. 2.2 Relational profiling. The main 

aim of this activity is to determine possible relationships and functional dependencies between tables 

or business objects, and discovering primary and foreign keys. With this activity is possible to 

evaluate the degree of consistency. 2.3 Data rules profiling. Activity aimed to the researching, 
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discovering, verification and validation of data rules. It helps to specify the degree of conformity, 

which determines whether the data has attributes that adhere to standards or conventions. 2.4 

Conduction of a Survey for the diagnostic of DQ dimensions. The survey is a system for collecting 

information to describe, compare and explain knowledge and behavior. In this process a qualitative 

diagnostic of DQ is done. 

3. TRANSITION. In this phase the organizational process analyzed is monitored, continuing to 

the analysis. It should be reported the status of the DQ, to all roles and members involved in the 

organizational business process. It implements activities related to the process of monitoring and 

alerting of DQ. Table 3 shows their characteristics. 3.1 Monitoring and control. The aim is to notify, 

and alert events related with the detection of a poor DQ in any of the selected business processes. 

People in charge should ensure the beginning for repeating the phase of analysis in a new process. 

 
Input products Result of the survey for the diagnostic of DQ dimensions. 

Output products Artifacts, notifications and alerts. 

Activities 3.1 Monitoring and control. 

Methods, techniques and tools Notification, and alerts of Data Quality. 

Roles  DQ Analyst. 

Table 3: Phase of Transition. 

4 Conclusions 

This main contribution of this paper is a methodology for the analysis, control and evaluation of 

DQ, through data profiling techniques and the application of surveys for the diagnostic of DQ 

dimensions, to different types of users. We empirically obtained the DQ dimensions used in the 

methodology, the types of users to which the questionnaire should be applied, the roles and 

responsibilities defined, and the output products of the analysis phase. For the success in execution of 

the methodology in a real scenario, we think that it is necessary to consider the systemic method as a 

combined and integrated system of all phases and activities. As future work, we will continue with the 

analysis of the rest of processes defined in standard 12207:2008, identifying artifacts and processes. 

Besides, we are going to implement the methodology in a real environment into an organization. 
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Abstract 

The aim of this paper is to present the use of a document database for the storage of 
information related to scientific production, which can be retrieved through various 
digital repositories. In the introduction it is briefly presented what digital repositories of 
scientific production consist of. Then the methodology and its implementation are 
presented, which are based on the discovery of knowledge through data sets. Finally, 
the results, conclusions and future work are presented. 

Keywords: Document database, MongoDB, scientific production, Scopus. 

1 Introduction 
Scientific research has become more accessible thanks to digital repositories, which are 

responsible for storing, preserving and being a tool for disseminating content (Ip, Morrison & Currie, 
2001). There are several repositories of indexed scientific production, which is one that can be located 
in a database that collects citations, including through periodic evaluations. They use statistical 
quantitative indicators to measure scientific productivity and with them determine the quality of the 
publications. Internationally, the main ones are Scopus and Web of Science. There are studies that 
compare characteristics, strengths and weaknesses of the mentioned repositories and Google Scholar 
(Falagas, Pitsouni, Malietzis & Pappas, 2007) (Bakkalbasi, Bauer, Glover & Wang, 2006) (Jacso, 
2005). However, the first two have greater credibility for institutions to consider the quality and 
relevance of publications, such is the case of the National Council of Science and Technology 
(CONACYT) and the National System of Researchers (SNI) in Mexico. 

Repositories such as Scopus make their web services available for the recovery of information 
about authors, institutions and products of scientific relevance (Elsevier, 2019). On the other hand, 
there are other open access repositories, such as the national repository of Mexico, which allows 
anyone to harvest the metadata of the stored production through the OAI-PMH protocol (CONACYT, 
2017). However, if you want to recover all the production associated with an institution, a 
geographical area or over a certain area of study, the volume of data is usually very large, and for that 
NoSQL databases are well-adapted thanks to their ability to store and process large amounts of data 
effectively (Han, Haihong, Le & Du, 2011). One type of NoSQL database is the document one. This 
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work aims to present a proposal for the recovery and storage of the production associated with 
researchers, which is found in Scopus and open access repositories that use the OAI-PMH protocol, 
by using a document and non-SQL database. 

2 Methodology and implementation 
Document databases store data in structures called documents by using BSON or JSON formats. 

One of their advantages is the flexibility in the design of the documents, since they do not follow a 
specific scheme and not all documents must have the same descriptive fields. Taking into account the 
following aspects: 1) each type of scientific publication does not have the same descriptive data (for 
example, a journal article has ISSN and a book chapter may have more than one ISSN (physical and 
electronic)), 2) the production stored in Scopus consists of more than 40 thousand different sources, 
which is a large amount of data even selecting that associated with an institution, geographical area or 
type of publication, 3) the API of Scopus can return queries in JSON format, MongoDB has been 
chosen to use this database for greater flexibility, scalability and performance of data in non-
established formats. 

The methodology used in this research was a variant of the discovery of knowledge in databases 
(Figure 1). Next, the actions executed in each of the phases for the scientific production of a Mexican 
public university are described. However, it is intended that these phases be replicated to obtain the 
production of a specific geographical area, by type of production or to evaluate institutions belonging 
to an evaluation instance for scientific production. 

The Autonomous University of Yucatán (UADY) is the most important educational institution in 
south-eastern Mexico. It has 15 faculties distributed in five campuses and a research center focused on 
two areas of study, social science and biomedical science. 

As of June 1st, 2018, at UADY there were 824 full-time Professors. From this data, a document 
database was designed in MongoDB. 

Database design. Three databases were created: one for the information of the researchers to 
obtain their production (named uady in Figure 1); the second one called produccion_scopus database 
contains all the results of the query to this repository through its API; and produccion_aa database 
for production stored in open access repositories. 

Selection. It consists of learning the domain of knowledge, considering priority knowledge that is 
relevant and the goals of the application. Due to the content of the high impact publications and its 
web service, Scopus was chosen, in addition to the repositories that make up the Mexican national 
repository of CONACYT, which allow metadata harvesting through the OAI-PMH protocol. 

Recovery. To recover the production associated with a researcher, it is necessary to know his 
Scopus code. However, it can have more than one key, so his identifiers were first located. 
Subsequently, a new consultation was made with Scopus requesting the production associated with 
the researcher considering as an additional parameter the institution to which he belongs. 

Storage. The elementary data of each researcher is recovered, and for each publication, descriptive 
data (title, authors, keywords, identifiers, among others). 

Analysis. At this stage, the results stored in the documents are observed, in order to visualize the 
recovered information in the corresponding context. It is possible to analyse this through statistics, 
data mining, and other techniques. 

8th International Workshop on ADVANCEs in ICT Infrastructures and Services                                 ISBN: 978-2-9561128-3-9 9782956112839 

130130



 

 

3 Results 
The use of various collections in the proposed databases allows a more efficient distinction to be 

made for each object stored. Of the 824 full-time Professors, various types of scientific publications 
were found in Scopus and in the open access repositories belonging to the national repository, which 
are presented in Table 1. 

From these data, it has been possible to carry out various studies, such as: an index system to 
measure productivity and scientific relevance from various digital repositories (Guerrero Sosa, 
Menéndez Domínguez & Castellanos Bolaños, 2018), the representation of the scientific collaboration 
using graph theory (Guerrero-Sosa, Menendez-Domínguez, Castellanos-Bolaños & Curi-Quintal, 
2019) and the use of an ontological model for the representation of scientific production (Guerrero-
Sosa, Menéndez-Domínguez, Castellanos- Bolaños & Gómez-Montalvo, 2019). 

On the other hand, in Figure 2 it is presented by campus how many professors have scientific 
production stored in the document database.  

 

Type of publication Total 
Papers 2441 
Chapters 66 
Conferences 218 
Books 12 
Others 121 

Table 1: UADY production stored in the document database. 

Figure 1: Phases of the methodology. 

Figure 2: Professors production at UADY by campus. 
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4 Conclusion 
This paper presented the use of digital repositories of scientific production as a source of data for 

the evaluation of the productivity of researchers. The use of a document database for the storage and 
management of information was proposed, considering the advantages associated with big data. 
Subsequently, the methodology was presented based on the discovery of knowledge through data sets. 
Finally, the results were presented, which are a first approach to relevant information on the state of 
current research in a Mexican university. It should be mentioned that based on this proposal, it is 
possible to perform more complex tasks and with a greater analysis of the results, so what is presented 
is the basis for the production of various studies related to scientific production. 
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Abstract

In the world of computing, computer vision is a highly studied field due to the great
advantages it provides. For example, the recognition of objects by means of a photograph
or using a camera in real time allows to extract important information that may be useful
to the user. Using sign language is an effective way in which people with hearing troubles
can communicate with any other person, either by emergency or by social inclusion. A
problem arises due to the gap and the lack of interaction between deaf and hearing people,
and the lack of effective systems capable of helping to minimize this gap. The main goal
of this work is to describe the methods and work done for sign language recognition using
convolutional neural networks.

1 Introduction

Unlike computers, humans can perform sorting and location activities intuitively. The goal of computer
vision is to be able to give similar capabilities to intelligent systems in order to replicate the skills of
the human visual system [1, 2]. Given the advances in technology and computer vision methods, they
have been used today in a wide variety of applications. Such as human interaction computer, robotics,
and different real-world problems that can be improved with a focus on computational vision [1, 3].
One approach to solving a problem is sign language. Using sign language is an effective way in which
people with hearing problems can communicate with any other person, either by emergency or by social
inclusion. A problem arises due to the gap and the lack of interaction between deaf and hearing people,
and the lack of effective systems capable of helping to minimize this gap [4, 5, 6].The object of study of
this work is to describe the methods and recent work in the task of sign language recognition focused
mainly on the use of convolutional neural networks.

1.1 Sign language

Sign language is considered an effective way of communication between people with deafness and people
who listen. In general, sign language is composed of two types of movements, manual and non-manual
signs. The manual signs consist of hand and finger movement. Non-manual signs are made up of facial
expression movements, such as lip, eyebrow, head and other similar movements. Non-manual signals
complement the meaning of a hand signal [7]. Sign language recognition is considered a challenge in
the area of computer vision [8].

1.2 Object and gesture recognition

A simple scheme used for object recognition is based on two primary components: a descriptor and a
classifier. A descriptor is responsible for extracting features and generating candidates to consider in
an image or video. A classifier is responsible for classifying candidates or descriptors, based on their
shape, color, or by means of any other defined parameter. Finally, a window generation module is
responsible for extracting the connected regions that form candidates and representing a decision or
response. [9]. See figure 1.
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Figure 1: Basic recognition scheme.

Gesture recognition includes object recognition, gesture tracking and classification. Gesture recog-
nition includes a video [10, 11] as input. For gesture recognition two phases can be defined. The first
phase is known as a low-level part that is responsible for receiving the video input provided. In this
phase, activities such as background subtraction and object segmentation are implemented in order to
improve the image and focus on important objects. Later in this stage the detection of objects within
the video or frame is applied, for instance a person’s hands [12]. The second phase is known as a
high-level part that is responsible for tracking the objects and an analysis of the activity that is carried
out (classification) [12]. To perform the classification of candidates there are algorithms with different
methodologies to achieve the purpose, a few will be described later. Gesture recognition can be seen
as the problem of sign language recognition due to the similar approach and methodologies used [13].

1.3 Descriptors and classifiers

The first step is to extract features of an image or sequence of images from a video. This leads to one
or more feature vectors also known as descriptors. This information will help the computer to perform
the classification of gestures, serving as a new representation of the image [14, 15]. A computer vision
system typically feeds machine learning algorithms for subsequent classification [1]. Some more popular
descriptors are Histogram of Oriented Gradients (HOG), Haar-like features, Transformation of invariant
characteristic of scale (SIFT) and Speeded-Up Robust Features (SURF) [1, 15].
A classifier will use these features obtained by some method to discriminate between the possible
candidates and thus generate a final classification [14]. The most common algorithms belong to machine
learning classifiers with a supervised method. They learn a mapping of inputs to outputs, given a tagged
set of input and output [1]. Other ones are based on assembly methods, which are responsible for
combining the predictions of many base classifiers to improve the generalization of a single classifier.
Some of the most common machine learning methods are: Support Vector Machine (SVM) [1] and
AdaBoost [16].

2 Convolutional Neural Networks (CNN)

Convolutional neural networks are a kind of deep learning models. CNNs replace the two primary
steps of feature extraction and candidate classification, through a single neural network that trains
end-to-end with RAW pixel values as input and a final classification as output [17]. CNN is a powerful
tool in solving tasks based on computer vision for object recognition and classification. CNN avoids the
complex feature extraction process. One of the complications in its development is the large amount
of data needed to train a CNN. With a long training database, complex problems can be solved with
a minimum margin of error [1, 18]. Due to the large number of images that are processed, powerful
GPUs are required to train a CNN [19].

2.1 Static and Dynamic Sign Language Recognition

A work to recognize 26 letters of the alphabet and 10 numerals of the American language is proposed
in [20]; they trained a CNN with still images and reported an accuracy value of 96%. Next we describe
the works for dynamic movements through video. In [21], spatial attention based on a 3D convolutional

2
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Table 1: Summary of works.
Author Year Used Method Database Training Data Accuracy Movement Type Portability
Masood et al. [20] 2018 CNN American Sign Language RGB Images 96% Static No
Huang [21] 2018 Spatial attention + CNN Chinese Sign Language RGB Video + Depth 95.3% Dynamic No
Masood et al. [22] 2018 CNN + Recurrent Networks Argentinean Sign Language RGB Video 95.2% Dynamic No
Kishore et al. [18] 2018 CNN Indian Sign Language RGB Video 92.88% Dynamic Yes
Yuangcheng et al. [23] 2018 CNN + Recurrent Networks American Sign Language RGB Video + Depth 69.2% Dynamic No
Pigou et al. [14] 2015 CNN Italian Sign Language RGB Video + Depth + Joints 91.7% Dynamic No

neural network is proposed for the task of Chinese sign language recognition. For this, the CNN was fed
with features of an RGB video source and a depth data camera. After the extraction they use different
techniques to classify a vocabulary of 500 words. The proposal gets an accuracy value of 95.3%.

In [22] a real-time sign language recognizer is proposed using sequence videos. The CNN was
trained with the Argentine language database for 46 signs. They reported an accuracy value of 95.2%.
In [18] an approach is made to classify sign language through video on a mobile device. They recognize
the Indian sign language for 200 different signs using a CNN by capturing continuous 2D video in
selfie mode as input. They reported an accuracy value of 92.88%. In [23] a system was developed for
recognizing the American sign language using continuous RGB videos for 27 words. They reported
an accuracy value of 69.2%. For the Italian language, a 20 sign recognition system was developed in
[14], using a Kinect camera as input data. The authors claim to generalize the classification for any
user doing the movements, reporting an accuracy value of 91.7%. The table 1 shows a summary of the
works for sign language recognition using a CNN.

3 Conclusion

A general introduction to the issue of gesture recognition and its focus on the resolution of sign language
recognition was presented. Convolutional neural networks are currently a powerful computational tool
for the detection, description and classification of gestures, objects and signs. Due to the particularity
of machine learning, CNN are effective in getting features and for the subsequent classification of
movements. To ensure that a recognition system has a minimum margin of error, a large amount of
training data must be considered. Diverse literature was found for sign language recognition for different
languages. Each author defines their own necessary approach for classification and that decision defines
the success rate together with the available dataset. For the Mexican language recognition, no related
work was found using a CNN.
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